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Figure 1: Interactive dashboards in augmented reality (IDIAR) visualize data from an ongoing mobile intervention study, en-
abling researchers to quickly identify irregularities. Four different dashboards provide users with both general and detailed
information about an ongoing mobile intervention study. A multimodal interaction approach combining smartphone-based
touch, head gaze, and voice input allows for familiar operation.

ABSTRACT
Mobile intervention studies employ mobile devices to observe par-
ticipants’ behavior change over several weeks. Researchers regu-
larly monitor high-dimensional data streams to ensure data quality
and prevent data loss (e.g., missing engagement or malfunctions).
The multitude of problem sources hampers possible automated
detection of such irregularities – providing a use case for interac-
tive dashboards. With the advent of untethered head-mounted AR
devices, these dashboards can be placed anywhere in the user’s
physical environment, leveraging the available space and allow-
ing for flexible information arrangement and natural navigation.
In this work, we present the user-centered design and the evalu-
ation of IDIAR: Interactive Dashboards in AR, combining a head-
mounted display with the familiar interaction of a smartphone. A
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user study with 15 domain experts for mobile intervention studies
shows that participants appreciated the multimodal interaction ap-
proach. Based on our findings, we provide implications for research
and design of interactive dashboards in AR.
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1 INTRODUCTION
The past years have seen a rising interest in keeping track of one’s
individual physical health using smartphone apps and activity track-
ers [64]. Researchers in the field of mobile health (mHealth) inves-
tigate the efficacy of such apps and devices e.g., by studying their
usage and influence on behavior in so called mobile intervention
studies that run up to several weeks. During the procedure of these
studies, there is a multitude of irregularities that can occur, such as
missing engagement of participants (e.g., participant forgets to fill
out a daily questionnaire) or malfunction of measuring instruments
(e.g., empty battery or Bluetooth connectivity issues). Yet, the com-
plex nature of the data and the multitude and unpredictability of
potential problem sources make an automated detection of irregu-
larities difficult (e.g., from lost or broken hardware that needs to be
replaced to software-related connectivity issues that can be resolved
by rebooting), especially as each study is tailored to answer their
individual research questions [53]. Researchers, therefore, have to
stay in contact with their participants and regularly monitor the
collected high-dimensional data streams during run time of the
study to ensure data quality and prevent data loss commonly asso-
ciated with mHealth data [72]. This monitoring allows for a quick
intervention to prevent (i.e., send reminders) or resolve (i.e., re-
place measuring instruments) irregularities. To this end, interactive
dashboards can leverage human capabilities for the identification
of patterns and irregularities [21, 45]. Still, visualizing the large
amount of data stemming from high-dimensional data and large
cohorts of participants (e.g., 20–40 participants) might raise the
need for extra screen space – leading to e.g., multi-monitor setups.

With head-mounted mixed reality devices becoming affordable
for consumers, these devices present a viable alternative to such
multi-monitor setups: Here, a single device allows to dynamically
create numerous dashboards that can be scaled or placed to suit
workflows, preferences, and physical surroundings. Unlike multi-
monitor environments, these digital workspaces are location-inde-
pendent (i.e., users can have the same setup in their regular office
or when working from home), can encourage physical activity due
to egocentric navigation [3], and increase data confidentiality (i.e.,
bystanders cannot glance at displays). Compared to virtual reality,
the use of augmented reality (AR) can also retain the user’s current
work practices, such as interacting with colleagues or writing paper
notes [43]. Although current head-mounted AR devices still suffer
from hardware limitations (e.g., reduced legibility due to low resolu-
tion and small field of view), these limitations will likely be resolved
by future hardware iterations. Recent research already shows the
benefits of using AR devices for visualizing data [6, 28, 57, 62], espe-
cially when paired with mobile devices [30, 35, 50, 55], which can
also offset some of the disadvantages commonly associated with
AR: While common interaction techniques for head-mounted AR
devices such as mid-air gestures can be seen as disadvantageous
for certain tasks (e.g., resulting in fatigue or inaccuracy [26, 59]),
multimodal interaction [38] e.g., by adding common smartphone-
based touch interaction [8, 9, 28, 30] can be seen as a promising
alternative.

In this work, we present the user-centered design and explorative
evaluation of IDIAR: Interactive Dashboards in Augmented Reality
for the supervision of mobile intervention studies (see Figure 1). As

there is – to the best of our knowledge – no research investigating
dashboards, neither in mixed reality nor in study supervision sce-
narios, our contribution is twofold: (1) Based on the requirements
from a focus group with domain experts, we contribute the design
of a multimodal interaction approach for interactive dashboards
combining smartphone-based touch, voice, and head gaze interac-
tion. (2) The findings of a user study with 15 domain experts in
mobile intervention studies. Being an unexplored, yet timely topic,
we intentionally focus on qualitative measurements that allow for
a rich understanding of how the domain experts (a) use the mul-
timodal interaction techniques, (b) incorporate the cross-device
combination of a head-mounted display with a smartphone into
their workflow, (c) their user experiences, and (d) the applicability
of the IDIAR prototype for everyday professional activities. Based
on this, we provide implications for future research and design of
dashboards in AR.

2 RELATEDWORK
We investigate the following three areas to inform the design of our
prototype: (1)Mixed reality visualizations, (2)multimodal interaction
for data visualizations, and (3) use of cross-device interaction in mixed
reality.

2.1 Mixed Reality Visualizations
While there is an increasing body of work investigating the benefits
of visualizations in mixed reality environments (e.g., [32, 69]), the
focus often lies on understanding and interacting with 3D visual-
izations. Yet, research on 2D information spaces in immersive 3D
environments shows that 2D spaces are less cluttered [13], more
accurate in selection tasks [14], and suitable for the display of
simplified information [18]. Recent research also suggests that 2D
AR visualizations can be employed in visually challenging envi-
ronments [62]. In this context, Ren et al. [58] created a prototype
for authoring both 2D and 3D visualizations in immersive envi-
ronments. Furthermore, a recent study by Kraus et al. [31] shows
that 2D visualizations can still outperform their 3D counterpart for
overview tasks in virtual reality. Experts often rely on 2D overview
visualizations represented as at-a-glance overviews in information
dashboards [21], for example in medical [15, 67, 77] or mHealth [19]
domains. Yet, to the best of our knowledge, there is no research in-
vestigating dashboards in either mixed reality or study supervision
scenarios.

2.2 Multimodal Interaction for Data
Visualizations

Decades of research have demonstrated the benefits of multimodal
interaction, such as better accessibility [48], increased flexibility [37],
more natural interaction [17], and better task performance [49].
It also allows for more reliability, as users may switch to a more
suitable input modality for a given task [47]. Reeves et al. [54]
provide general guidelines when designing multimodal interfaces.
Recent research has also investigated the use of touch interac-
tion with several other input modalities, such as natural language
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(e.g., [61, 66]), pen (e.g., [65]), proxemic interaction (e.g., [33]), tan-
gible interaction (e.g., [2]), or within immersive environments solu-
tions (e.g., [10, 35, 57]). Especially gaze interaction can be a useful in-
put modality in this scenario, as users have to wear a head-mounted
display (HMD) that provides head gaze data without further instru-
mentation: Here, Pfeuffer et al. show the benefits of combining gaze
for selection with touch interaction on a touch-enabled display [51],
as well as gaze and freehand gestures in virtual reality [52]. Rivu
et al. [60] show how a gaze-enabled AR application can be used
to provide beneficial on-demand information, but also easily over-
whelm the user. Furthermore, recent work by Pfeuffer et al. [50]
provides a design space for integrating such gaze interaction in
AR environments (e.g., when switching between real and virtual
content, or switching between different tasks).

2.3 Use of Cross-Device Interaction in Mixed
Reality

The area of cross-device interaction is a popular topic in human-
computer interaction research. Only recently, Brudy et al. [5] pro-
vided a comprehensive overview of the domain of cross-device
interaction – analyzing a huge variety of topics such as interac-
tion techniques or future key challenges. Their cross-device taxon-
omy [5] reveals that a major part of this research is in the context
of 2D devices: Here, recent research has investigated the usage of
tablets (e.g., [75]), smartphones (e.g., [34]), or smartwatches [27].
However, with the advent of consumer mixed reality devices, re-
search has begun to include 3D-capable devices such as HMDs into
this stream of research.

In this context, researchers have explored desktops (e.g., [40, 56]),
smartphones (e.g., [12, 39, 44]), smartwatches (e.g., [12, 25, 71]), pens
(e.g., [16, 70]), tablets (e.g., [1, 28, 68]), and tabletops (e.g., [9, 24])
for interacting with 3D content in mixed reality environments.
More specific to this work, Büschel et al. [7] demonstrated that
using smartphone-based interaction for navigating 3D data spaces
in AR outperforms mid-air gestures and voice input. Building on
this, Zhu and Grossman [76] demonstrated the usefulness of smart-
phones for directly interacting with 3D content in AR, while Gru-
bert et al. [22] have shown that a cross-device interaction approach
using AR HMDs and smartphones can outperform a single device.
Similarly, Reichherzer et al. [55] created a framework for design-
ing and evaluating such hybrid interfaces that combine AR HMDs
with a smartphone. In addition, Knierim et al. [30] showed that
smartphone-based interaction for manipulating is both faster and
more accurate than mid-air gestures.

3 SUPERVISION OF MOBILE INTERVENTION
STUDIES

Mobile intervention studies are associated with high efforts for
data collection. To prevent these efforts from being in vain, it is
important to constantly monitor the quality of the collected data.
We consider this as a suitable scenario for investigating the potential
of a multimodal interaction approach in an AR environment.

Throughout the paper, we refer to real-world mobile interven-
tion studies that were conducted by an international research con-
sortium consisting of health psychologists, sports psychologists,
and human-computer interaction researchers. The studies used

the method of ambulatory assessment (comparable to in-the-wild
studies) to measure physical activity in everyday life with the aim
to investigate how technology can improve mental and physical
health. Participants wear movement sensors to track the steps and
the activity level per minute. Besides, a custom smartphone app
collects additional data via questionnaires. Per cohort, 20 to 40
participants use the tracking tools in a sequence of 5 to 7 weeks.
Overall, data from more than thousand participants were collected,
whereas, 10–20% of the data did not pass the retrospective compli-
ance check due to too low data quality (e.g., missing data caused
by sensor failure or low participant engagement).

To understand how the supervision of the data collection can
improve the data quality, we conducted a focus group interview
with five domain experts (psychologists) from the research consor-
tium. Topics included current workflows (including tools), critical
situations of current practices, communication activities across the
team and with participants, and ideas for improvement. The session
was audio-recorded and lasted approximately one hour.

The domain experts mentioned two major reasons to supervise
the data collection during mobile intervention studies: technical
verification and data plausibility. During the study, participants
sometimes face technical or operational problems with the tracking
apparatus: The Bluetooth connection between smartphone and the
wearable movement sensor can stop working, or participants might
forget to track activities or charge the devices. Additionally, plausi-
bility checks are needed if the tracked movement data is beyond
the ordinary participant-specific range. These plausibility checks
require a root cause analysis to be able to differentiate between
atypical but still correctly tracked participant behavior and prob-
lems with the measuring tools or the participant’s engagement.
Consequently, these regular checks and root cause analyses help
to identify discrepancies, review them, and, if necessary, contact
participants during run time of the study to ensure the data qual-
ity and therefore the validity of the results. The domain experts
further reported that the complexity, the multitude, and the unpre-
dictability of the problems they experienced with the data collection
makes it difficult to provide a comprehensive definition of possible
irregularities in advance. Thus, not all problems can be detected au-
tomatically, which is why manual monitoring of the data collection
is required. The manual monitoring is currently done by looking at
spreadsheets holding the raw data. This non-visual approach makes
it hard to identify participant-specific patterns and suspicious or
missing data points.

To overcome the limitations of the current approach, we propose
an interactive dashboard for the supervision of the data collec-
tion during mobile intervention studies. Dashboards can provide
visual access to the data and therefore facilitate the detection of
patterns [21, 45]. According to the focus group interviews, the re-
quirements that have to be fulfilled can be summarized as follows:

R1 – Overview: An at-a-glance overview of the study data
can help to identify areas, which require a more detailed
analysis.

R2 – Filters: Filters allow for a fast drill-down to assess time
periods and individual participants and are required for the
identification of root causes.
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R3 – Rules: Using rules, defining data-driven thresholds can
help to automatically identify anomalies or irregularities in
the data.

R4 – Notes: Being a team effort, note-taking (e.g., linked to
participants) can help to communicate insights, issues, or
events.

R5 – Communication: A direct communication channel to
participants can allow for real-time feedback (e.g., in case of
a hardware failure).

While any interactive dashboard solution (e.g., Tableau Dash-
board) on single or multi-monitor workplaces could simplify, ease,
and better support the current supervision task workflow, we see
this as a chance for investigating the benefits and limitations of
AR with regard to the use of interactive dashboards. This allows
us to gain insights in the use of yet unfamiliar technology, raise
questions for future research and design, and explore the feasibility
of such a solution.

Furthermore, prior work shows that representing dashboards as
2D information spaces in immersive 3D environments seems to be
a promising approach [18, 31] to avoid more cluttered and complex
3D visualizations [13]. Dashboards are especially well-suited for
providing an overview over a large amount of data (R1), but can also
show other information (e.g., rules (R3) and notes (R4)). To fulfil
the diverse interaction requirements, we employ a combination of
an immersive AR HMD and a smartphone: This combination is not
only useful for interacting with 3D content (R1) [30, 76], but also
offers a familiar operation when interacting with 2D content (R2,
R3) or text input (R4, R5) [9, 28]. With this combination, we can
also leverage the benefits of multimodal interaction: A multimodal
interaction approach can be especially useful when specifying filters
(R2), creating rules (R3) and notes (R4), or communicating with
study participants (R5), as users can choose the most appropriate
input modality for a given task. Especially for text input (R4, R5),
the use of touch (i.e., through smartphones or tablets) as additional
inputmodality can provide a familiar inputmodality [20] and enrich
interaction with large visualizations [11, 29], while gaze input can
be beneficial for selecting information in the overview (R1) [50, 52].

4 IDIAR – INTERACTIVE DASHBOARD IN
AUGMENTED REALITY

Based on the requirements identified in the focus group and the
insights gained from prior work, we designed IDIAR for mHealth
researchers to help them in the supervision of mobile intervention
studies. IDIAR employs dashboards in AR for an interactive observa-
tion of ongoing studies, enabling researchers to track participants’
behavior or directly contact participants in case of irregularities.
The following sections explain the employed dashboards, our mul-
timodal interaction concept, and the technical setting.

4.1 Dashboards
IDIAR uses four dashboards to provide users with information (see
Figure 1): A main dashboard (see Figure 2) displays a summarized
view over the ongoing study; a day dashboard offers information
about the currently selected day; a participant dashboard provides
detailed information about a selected participant; and a manage-
ment dashboard allows users to create or manage detection rules

Figure 2: Themain dashboard provides a summary of impor-
tant study metrics: Bar charts show (a) the connection fre-
quency of external sensors and (b) the participants’ amount
of physical activity; (c) a line chart depicts the trend of
an aggregated daily activity value for each participant; and
(d) donut charts show general studymetrics (e.g., aggregated
levels of physical activity). Entries marked in red indicate
possible irregularities.

and to see active notifications. Each dashboard employs simple, yet
powerful visualizations (i.e., line charts, bar charts, donut charts) to
allow users to quickly spot irregularities and determine if an action
is necessary (R1). The visualizations also employ visual cues (e.g.,
colors) based on predefined thresholds (e.g., insufficient sensor val-
ues) to highlight possible irregularities that need to be investigated.
Following Shneiderman’s Visual Information Seeking Mantra [63]
(“overview first, zoom and filter, then details-on-demand” ), users first
start with the main dashboard to get an overview over the current
data (R1). The management dashboard allows for a rule-based fil-
tering (e.g., by defining data-related thresholds) (R2, R3), while the
day and participant dashboard provide details based on the current
selection. We limited IDIAR to these four predefined dashboards
with visualizations that mirror existing data structures and con-
trol mechanisms. This also allowed for a coherent study setting
and reduced complexity. However, future iterations could dynami-
cally add as many dashboards as the users need (e.g., multiple day
dashboards to cover one week or multiple participant dashboards
to compare them) to leverage the large space afforded by the AR
environment. Furthermore, we chose a large dashboard size filling
the available field of view to avoid possible legibility issues due to
current hardware limitations and provide an at-a-glance overview
(R1).

4.2 Interaction
With IDIAR, users can interact with the visualizations to investigate
data irregularities and communicate with the study participants
(e.g., by sending emails). To accommodate these tasks, we adopted a
multimodal interaction approach using three interaction techniques
that provide a high detection accuracy: (1) head gaze and touch;
(2) head gaze and voice; and (3) touch input. The smartphone offers
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Figure 3: The smartphone’s UI is adapted based on the user’s
current selection and action: (a) Users can quickly select the
appropriate filter option from a drop-down menu. General
actions such as placing a dashboard are available as buttons.
Buttons marked with a microphone may also be triggered
through voice commands. (b)When looking at the data from
a specific participant, the smartphone only shows a large
button that can be pressed without looking at the smart-
phone to confirm the selection. (c) When the participant
dashboard is selected, the user can interact with available
participants by adding a note or sending a notification mail
to the participant. (d) When sending a mail, users can lever-
age the familiar interaction with smartphones to compose a
text message.

a context-sensitive UI (see Figure 3) that automatically adapts to
the currently selected element. Several actions can also be activated
with voice commands, as indicated by a microphone symbol on
the smartphone buttons. Furthermore, smartphone interaction pro-
vides familiar and efficient text input for messages. Certain actions
(i.e., creating a rule, writing an email or annotation) have to be
completed on the smartphone; during these actions, the AR view
is blocked – informing the user that the task has to be completed
on the smartphone. The following sections describe the available
features.

4.2.1 Selection. Users can select any element (e.g., dashboard, sin-
gle data point in a chart, filter rule) via head gaze and confirm
the selection with either voice or touch input (see Figure 3b). Be-
ing context-sensitive, the smartphone shows a single screen-filling
button to allow for selection without the need to look at the phone.

4.2.2 Show Line to Dashboard. Users can show a visual connecting
line in AR that guides them to the relevant dashboard in AR (see
also Figure 1). This line can be activated manually through a button
on the smartphone or will automatically appear when selecting
an individual data point, guiding the user to the appropriate dash-
board (e.g. when selecting a participant, the user is guided to the
participant dashboard that is updated with information about the
selected participant).

4.2.3 Filtering. The day and participant dashboards allow users
to filter (R2) for specific study days or participants respectively by
choosing a value from a drop-down list on the smartphone (see
Figure 3a and 3c). In addition, users can filter the result list of the

Figure 4: The Observer Mode allows experimenters during
user studies to track what the user is currently seeing, both
(a) their smartphone and (b) their AR perspective (including
current viewing angle). The real-world surroundings are hid-
den to avoid visual clutter.

management dashboard by participants, rules, data dimensions, and
days.

4.2.4 Placing and Zooming. Dashboards can be scaled to zoom
using dedicated smartphone buttons or voice commands. They can
also be positioned in the physical environment: Here, the position of
the dashboard is manipulated by the user’s head gaze and confirmed
via the smartphone or voice commands. Similar to selection, the
smartphone interface is replaced by a large button that can be
operated without looking at the device to confirm the placement.
This allows users to fully utilize their surrounding space and create
their preferred layout.

4.2.5 Establishing Rules. Users can define specific rules (R3) in the
management dashboard, which may show a notification if the rule
condition is fulfilled. Rules must have a title (e.g., Not enough sensor
data), a data dimension (e.g., amount of sensor data), an operator,
and a value (e.g., less than 1440), but can also specify a date. The
notification list shows an overview of all participants that match a
given rule, including their participant ID and the matching rule.

4.2.6 Writing Notes. Notes (R4) can be added using the smartphone
through the participant dashboard (see Figure 3c). Users can then
enter a text note about current findings (e.g., possible hardware
failure) using their smartphone. An overview of existing notes can
be found in the participant dashboard.

4.2.7 Sending Emails. Once an irregularity has been discovered,
users can contact the study participant through the participant dash-
board (R5). Users can inform the participant directly via email, for
example, to instruct the participant to charge the sensor’s batteries
(see Figure 3d).
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4.3 Technical Setting
We implemented IDIAR using a Microsoft HoloLens as AR HMD
and a Samsung Galaxy J5 smartphone (Android 8.1, resolution:
720 × 1280 pixels, display size: 5′′) in Unity3D. Communication
between the smartphone and HMD uses a client-server architec-
ture, which also allows us to replicate several aspects (e.g., AR
perspective) with our Observer Mode (see subsection 5.2 Apparatus).

5 USER STUDY
As we were interested in how the IDIAR prototype can live up
to real-world requirements, we evaluated it in a user study with
domain experts. We focused on qualitative measurements to gain
valuable insights how the domain experts use the multimodal
interaction techniques (Research Objective 1), incorporate the
cross-device combination of a HMD with a smartphone into their
workflow (Research Objective 2), their user experiences (Research
Objective 3), and the applicability of the IDIAR prototype for
everyday professional activities (Research Objective 4).

5.1 Participants
Fifteen domain experts (psychologists) (12 female, 3 male) from the
research consortium (see Section 2 Supervision ofMobile Intervention
Studies) were invited to take part in the user study. Three of them
took part in the focus group interviews. Their mean age was 25.6
years (SD = 2.69, aged 23 to 33). Three of them were postdocs, four
PhD students, and eight psychology students (working as student
researchers). All participants were familiar with using smartphones
and six participants stated prior experiences with AR devices (e.g.,
Microsoft HoloLens). Ten participants have worked with the data
of the employed data set before (see subsection Tasks and Data Set).

5.2 Apparatus
A walkable 3D volume of approximately 3m × 2.5m × 2m was allot-
ted as a workspace for participants during the study. This allowed
them to move around freely and to naturally navigate within the
spatially distributed dashboards. All dashboards were circularly po-
sitioned at a distance of two meters from the participant to ensure
legibility. The initial state and order of the dashboards is shown in
Figure 1. During the study, participants were wearing a Microsoft
HoloLens as a head-mounted display and used a Samsung Galaxy
J5 as a hand-held device. All devices were connected to a 5GHz
wireless network to mitigate latency. A desk outside of participant’s
workspace was used for filling out questionnaires and the final in-
terview. We used two cameras in opposite corners of the room in a
bird’s-eye view covering the entire workspace to see interactions
and working behaviors (see Figure 5). The experimenter used a lap-
top to control the procedure and a tablet that showed the Observer
Mode: When evaluating AR applications or supporting a participant
during an AR study, the experimenter does not necessarily see what
the participant sees, which can be problematic. Although Microsoft
provides an option to see the current Microsoft HoloLens view on
a web interface, this slows down the application on the Microsoft
HoloLens itself and the transmitted view is delayed. Consequently,
we used our client-server architecture to implement an Observer
Mode of IDIAR for tablet devices (see Figure 4, cf. [28, 74]). This
Observer Mode replicates a view of the participant’s AR view, yet

Figure 5: (a) Setting of the user study with augmented
workspace overlay (not visible during the user study).
(b) Participant’s point of view during the study.

without real-world surroundings to avoid visual clutter. Addition-
ally, the Observer Mode is supplemented with a real-time view of
the participant’s smartphone (using TeamViewer). The Observer
Mode allows experimenters to observe and support participants
during a user study without intruding the user experience of AR.
We decided to run the Observer Mode on a tablet, as this solution
provides a first-person perspective of the participant’s point of view
without entering their personal space (cf. using a second HMD as
an experimenter), which could potentially influence participants’
behavior. The Observer Mode used a Samsung Galaxy Tab A tablet
(Android 6, resolution: 1024 × 768 pixels, display size: 9.7′′).

5.3 Procedure
First, the experimenter welcomed participants and explained the
purpose of the user study, its procedure, and the differences be-
tween augmented and virtual reality. After signing the consent
form, participants were asked to fill out a questionnaire about de-
mographics, tech-savviness, and prior data set experiences. Then,
the experimenter launched IDIAR on the HMD and smartphone and
handed them to the participant to start a training phase. During this
training phase, the experimenter explained all possible dashboards
and interaction techniques and participants were tasked to try all
techniques until they felt comfortable using it. After this phase,
the experimenter presented the actual tasks with the remark that
there are different possible approaches to solve the tasks and that
participants can freely choose their preferred interaction technique.
Participants were asked to follow a thinking-aloud protocol while
completing the tasks. The session was concluded by a user experi-
ence questionnaire and a semi-structured interview. Each session
lasted about 45minutes and participants were thanked for their
time. We followed all ethical and sanitary guidelines provided by
our local university.

5.4 Tasks and Data Set
The domain experts provided uswith the opportunity to incorporate
one of their data sets that was completed a few weeks beforehand
in our study prototype. Having the possibility of a real-life data
set in combination with domain experts as participants for a user
study, we decided to simulate actual work practices as tasks. There-
fore, we asked the domain experts during the initial focus group
interview for specific daily activities. This allowed us to study par-
ticipants’ work behavior with higher ecological validity. Our tasks
included the detection of irregularities (e.g., missing sensor data),
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handling these errors, and informing participants or other research
group members. Additionally, another typical activity included the
definition of data-based rules to detect, for example, unrealistic
movement data per day.

5.5 Data Collection and Analysis
We employed several data collection methods: We focused on qual-
itative insights that were supplemented, e.g., by questionnaires
and data logs. We used video recordings for the verification of
participants’ statements and data logs.

5.5.1 Semi-structured Interview and Thinking-Aloud. We gained
qualitative insights into participants’ activities and experiences
by asking them to follow a thinking-aloud protocol during task
completion. We also asked participants during a concluding semi-
structured interview for comparisons to their regular work activi-
ties, subjective preferences for input modalities, and if they could
imagine to use such a system in their everyday work. All sessions
and the concluding interview were audio and video recorded. We
fully transcribed all interviews and participants’ statements, which
where then qualitatively coded following a thematic analysis ap-
proach [4]. We iteratively coded for statements describing the use of
interaction techniques or devices, experienced advantages or disad-
vantages, and references to current work practices. All interviews
and statements were coded by one person to ensure consistency.

5.5.2 Questionnaires. Besides a demographic questionnaire that
provided information on personal data, experiences with AR, and
prior knowledge about the data set, we utilized the User Experience
Questionnaire (UEQ) [36] to gain comprehensive information on
participants’ experiences.

5.5.3 Data Logs. We collected logs of participants’ interaction with
the devices, namely the number of interactions with the smartphone
(e.g., button presses) and the usage of voice commands. We did this
to see if participants e.g., prefer one of these input modalities in
general or for certain subtasks.

6 FINDINGS AND DISCUSSION
We report and discuss our findings in relation to our research ob-
jectives. We focus on the use of multimodal interaction tech-
niques (ResearchObjective 1), the cross-device use of head-mount-
ed and hand-held devices (Research Objective 2), the perceived user
experience (Research Objective 3), and the applicability of such
a system in everyday professional activities (Research Objective 4).
Based on our findings, we provide implications for research and
design that can help researchers and practitioners to study and
design interactive dashboards in AR.

6.1 Research Objective 1 – Multimodal
Interaction Techniques

Participants were free to choose their preferred interaction tech-
nique, either as a single technique or in combination with another
one: Head gaze and smartphone-based touch input, head gaze and
voice command, and touch input on the smartphone only. During
task completion, participants used at least two (n = 10) to up to
three (n = 5) techniques. Based on the concluding interview, there

was no tendency towards one of the techniques. However, data logs
revealed that participants used the combination of head gaze and
touch input for 47% of all interactions. Touch input only was used
for 27% and the combination of head gaze, and voice commands for
26% of all interactions. One participant advocated for voice com-
mands: “[. . . ] it is very intuitive . . . simply gaze and speak. I think
that is the method with the highest speed” – [P11], while another
participant reflected critically on voice commands in general: “I
never use voice commands and thus I am not used to it. I think its
strange to speak into an empty space” – [P5]. Participants liked the
immediacy of touch input on the smartphone: “You see at the corner
of the eye that the confirmation button appeared [on the smartphone]
and then you can directly click on it” – [P13]. Participants’ choice of
modality was also informed by the current activity at hand: “I used
the smartphone only for direct input like writing an email.” – [P1].

The multimodal interaction approach allowed participants to
select the input modality that fits best and to recover from errors.
“I belief that I prefer voice commands because I do not have to use the
smartphone. [. . . ] I felt that I was faster with the voice commands.” –
[P1]. If a voice command failed, participants tried again or switched
to touch input, which is in line with previous research (e.g., [46]).

Most domain experts (n = 10)mentioned difficulties with the head
gaze interaction, especially to keep the selection with their head
gaze during an interaction with voice commands (cf. Heisenberg
effect of spatial interaction [73]): “To hold the [head] gaze still during
the voice commands was the most difficult part of the interactions” –
[P7]. Participants quickly developed different coping mechanisms:
(1) Participants zoomed the interface to have larger buttons and
bars and (2) avoided voice commands and used touch input on the
smartphone to confirm the selection instead.

Due to technical difficulties, three domain experts encountered
a lag in the reaction time of voice commands. They were unsure
whether a voice command was recognized by the IDIAR proto-
type or if they should repeat it: “The reaction based on the voice
commands did not respond fast enough. Thus, I was unsure if it has
worked” – [P2]. In this case, participants missed an additional visual
or auditory feedback if a voice command was recognized.

Implications for Research and Design – Multimodal
Interaction Techniques
Participants preferred the combination of head gaze and
touch input, liked the immediacy of touch input on a smart-
phone, and had polarized opinions regarding voice com-
mands. However, all modalities were used complemen-
tary (cf. [46]), allowing for preferences and error recovery,
while increasing IDIAR’s robustness.
−→As all provided interaction techniques showed strengths
and drawbacks, further research is necessary to (1) improve
their usage (e.g., finding a sweet spot for target sizes within
a limited field of view), (2) increase their acceptance (e.g.,
adding a voice command agent to avoid the impression of
speaking into the void), and (3) study their usage over time
and in the wild (e.g., identifying coping mechanism and
authentic usage patterns).
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6.2 Research Objective 2 – Cross-Device
Interaction

Participants handled the simultaneous usage of the HMD and the
smartphone without major problems. They described the use of the
HMD as a rather implicit activity: “It was unproblematic. You do not
use the augmented reality glasses actually. It was no control device”
– [P2]. Here, separating the visual representation and control was
a design decision, which proved to be a promising approach in
previous research (e.g., [29, 33]). In line with this, most domain
experts described this distribution as “reasonable” and “pleasant”.

Similar to Büschel et al. [7], participants stated that their fa-
miliarity with the smartphone was an advantage to control the
IDIAR prototype: “I am more used to the smartphone and so I know
what I am doing. [. . . ] It would be exhausting to select every letter
individually in augmented reality” – [P6].

Only one participant had difficulties with the combination of
two devices and the affordances of their usage: “Sometimes I was
not sure if I have to do something in the dashboards or on the smart-
phone. Some parts were only possible to do on the smartphone, like
to create rules” – [P14]. Also, the IDIAR prototype required partici-
pants to occasionally switch their focus from the AR visualization
to the content of the smartphone or vice versa. While previous
research described this focus switch rather critically [23], only two
participants described this as “cumbersome” during the concluding
interview.

Implications for Research and Design – Cross-Device
Interaction
Separating visual representation and control to two devices
was appreciated by our participants (cf. [29, 33]), allowing
for familiar interaction in an AR environment [7], while
utilizing individual benefits of each device [20].
−→ Further research is necessary to increase the affordances
of each device’s capabilities. Here, sticking to the concept
of separating the visual representation and its control could
be further extended by e.g. allowing for eyes-free text entry
on the mobile device while showing the text in AR (cf. [41]).
This could in turn reduce switching costs. Also, comparing
alternative device combinations might lead to interesting in-
sights: While larger mobile devices (i.e., tablets) could allow
to integrate the additional modality of pen input for notes
on the mobile device, smaller mobile devices (i.e., smart-
watches) could lead to new interaction patterns (cf. [27]).

6.3 Research Objective 3 – User Experience
The UEQ [36] was used to evaluate the user experience of the IDIAR
prototype. Having a possible range of scores from -3 to 3, all scales
were rated positive. The attractiveness scale was rated as good
(mean = 1.99, SD = 0.21) and the two hedonic scales – stimulation
and novelty – show remarkable good means of 2.43 (SD = 0.31) and
2.47 (SD = 0.41).

These scores show participants’ high interest in the IDIAR proto-
type and that they were motivated to use it. One participant stated:
“My first impression of IDIAR was really good. Very unexpected that
it is possible to have it located entirely over the room with the various

dashboards” – [P4]. The pragmatic scales perspicuity, efficiency,
and dependability have mean values of 1.58 (SD = 0.27), 1.35 (SD
= 0.56), and 1.18 (SD = 0.37), respectively. Theses values might be
related to participants’ prior knowledge, their expectations, as well
as the novelty of the prototype itself.

Participant’s prior knowledge and with this the learning curve
of the IDIAR prototype was mentioned in the interview: “Disad-
vantages? You have to get used to it [IDIAR] a bit in order to know
where what is located and how to use it” – [P4]. P6 added “Even
though it is something new, you understand relatively easily how it
works.” When asked about the strengths and weaknesses of the
IDIAR prototype, some domain experts (n = 5) stated that the HMD
was uncomfortable to wear: “[The weakness of IDIAR was] definitely
the [augmented reality] glasses. It started to pinch and as a wearer of
glasses, it was hard to put it on comfortable.” – [P5]. Four participants
emphasized how beneficial the IDIAR prototype could be for their
personal health, as it promotes working while standing or moving:
“It [moving around] is also a good aspect for health management in
companies. You get simply the chance to stand up and move around.”
– [P11].

Implications for Research and Design – User Experi-
ence
Subjective ratings and the concluding interview showed a
high user experience of the IDIAR prototype, highlighting
strengths (e.g., attractiveness) and weaknesses (e.g., com-
fort) for using the prototype and wearing the HMD for the
duration of a study session.
−→ Longitudinal research is necessary to (1) investigate to
what extend the mentioned strengths can be attributed to
a novelty effect, (2) identify a learning curve, and (3) study
which type of HMD is suitable for prolonged use.

6.4 Research Objective 4 – Applicability
Thirteen participants liked the dashboards: “The advantage is that
you have everything at a glance. . . but also very detailed information
like sensor data or movement data” – [P4]. The division into dedi-
cated dashboards with different levels of granularity and purposes
was also appreciated by 12 participants: “I think it was refreshing
to have different dashboards because I had the feeling you see a lot.
They support you in getting the answers to different questions you
may have. For example, I only want to see extreme outliers or to have
a view of one day or one participant” – [P6]. Participants were fa-
miliar with the data representations: “The visualizations were easily
understandable. I took a look and knew what I saw” – [P2]. Further,
participants also compared the IDIAR prototype to their current
work practices: “When I imagine to analyze this amount of data with
a computer that will not work, because also with 5 screens I would
continuously have to click around and the comparison [of data points]
would not be that good” – [P3] and P10 added “It was exciting and
thrilling because you can move around [in the data]” – [P10], re-
flecting on the immersive analytics approach. Participants liked the
re-positioning of dashboards in space, which was described as “To
move your whole dashboard, you only have to look somewhere. It was
totally easy” – [P7]. The possibility to communicate with a study
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participant through the interface was valued by the domain experts:
“It would be a huge advantage if I can contact the participants directly
over the system. Therefore I can save a lot of intermediate stages and
also time” – [P1]. Also, setting up rules (e.g., for certain thresholds)
was seen as beneficial for the workflow: “It is a cool thing because
with the different rules, I had the feeling that it was very fast and
intuitive” – [P6]. Some domain experts missed a transfer to their
conventional work environment (i.e., a printout or a screenshot),
or to other applications (e.g., for statistical analyses), and asked for
collaborative features (e.g., to discuss findings with peers). Overall,
eleven of fifteen domain experts could imagine using IDIAR in the
future: “If there is a possibility to use it, by all means. I think it would
be exciting to look at the data this way” – [P4]. Other participants
rated the lack of space and equipment as a challenge to use IDIAR
in their everyday professional life. However, these issues might van-
ish by decreasing hardware costs and increasing hardware fidelity,
which could allow for adjustable dashboards that fit to the physi-
cal environment and workflow without endangering information
legibility.

Implications for Research and Design – Applicability
Participants appreciated following aspects of IDIAR: (1) Us-
ing interactive dashboards were seen as a major improve-
ment to their current work practices, as they allow for at-a-
glance overviews on different levels of granularity. (2) Visu-
alizing these dashboards in AR provided benefits such as a
certain degree of immersion, allowing them to “move around
[in the data]”. Further, they mentioned several drawbacks
that can be seen as basis for future work:
−→ Since we focused on a qualitative evaluation, we did not
compare IDIAR’s usagewithmulti-monitor setups. However,
future work could compare AR environments with equiva-
lent (multi)-monitor setups to study differences regarding
readability, awareness, and quality of work.
−→We chose a simple yet comparable arrangement of dash-
boards for our study. Future work could investigate dash-
board configurations (e.g., by attaching them to physical
objects) that are efficient in their use of space while being
effective regarding spatial memory.
−→ Future research could investigate collaboration possibil-
ities: (1) Providing each collaborator with an IDIAR set (i.e.,
HMD and smartphone) could allow for symmetric collabo-
ration, (2) Borrowing the ideas of the Observer Mode could
result in the establishment of different roles, and (3) Combin-
ing AR environments with traditional desktop settings could
allow for individual and collaborative transitions (co-located
and remote).

7 LIMITATIONS & FUTUREWORK
Our user study with the IDIAR prototype and domain experts was
intentionally focused on qualitative measurements. This allowed
for a rich understanding of our participants’ experiences, their
handling of the device combination, and how the IDIAR prototype
could live up to real-world requirements. Although we included
quantitative metrics (i.e., data logs) e.g., to find differences in the

number of times an interaction technique was used, future work
could further investigate the effectiveness and efficiency of the
techniques. Measures of task completion time, error, and task load in
a comparative evaluation could lead to a more nuanced description
of how participants usemultimodal interaction techniques, compare
the use of a smartphone against mid-air gestures when interacting
with dashboards (cf. [30]), or measure the effects of prolonged use
of a HMD (e.g. by comparing the combination of smartphone with
HMD against a smartphone with multi-display setup).

Similarly, despite recent advances, the hardware is still limited
with regard to field of view, legibility, and application performance.
This also influenced our choice of input modalities, as e.g. eye-
tracking was not readily available. Although we designed IDIAR
with these limitations in mind, an extended interaction concept
could investigate further interaction possibilities with e.g. eye-
tracking (cf. [50], or investigate the combination of smartphone
interaction and mid-air gestures (cf. [42]).

Although our work investigated the specific use case for mo-
bile intervention studies – targeted to a specific user group, some
findings might also be valid for other domains that focus on longi-
tudinal studies. Future work could investigate other scenarios and
domains that require the supervision of longitudinal data collection
(e.g., diary studies). Besides that, a longitudinal study of a system
like IDIAR itself could reveal additional requirements, problems, or
usage patterns of multimodal interaction techniques with HMDs
and smartphones.

8 CONCLUSION
With this work, we contribute to the unexplored use case of super-
vising mobile intervention studies with interactive AR dashboards.
Based on a focus group with domain experts, we identified current
issues when supervising mobile intervention studies. We contribute
IDIAR, a prototype that addresses these issues by providing interac-
tive dashboards in immersive AR, allowing researchers to quickly
identify irregularities within ongoing studies and intervene by send-
ing messages to participants. The AR environment provides a larger
and more flexible workspace in terms of scale and organization of
dashboards, while still keeping the users’ current work practices.
IDIAR leverages a multimodal interaction approach combining
smartphone-based touch, head gaze, and voice input, thus allowing
users to choose their preferred interaction modalities. We studied
IDIAR in a user study with 15 domain experts, showing that the
multimodal interaction helps in error recovery, while the famil-
iar smartphone interaction allowed participants to understand the
system quickly and provided a sense of immediacy, which was espe-
cially useful for writing text. Participants also appreciated the use
of space afforded by both the AR environment and the organization
of dashboards. Based on these findings, we provide implications for
research and design that can help researchers and practitioners to
study and design future interactive dashboards in AR.
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