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Figure 1: We support authoring of augmented reality content for human-robot collaboration scenarios through a hybrid user
interface: (1) effective content creation can be performed through traditional interfaces (e.g., left: desktop computer, center:
tablet); (2) inspection and adjustment of live virtual content can be done directly in the workspace using a head-mounted
display (center); (3) the assembly task with the authored guidance can directly be executed in the application (right).

ABSTRACT

We propose the use of a hybrid user interface for authoring aug-
mented reality (AR) guidance in human-robot collaboration sce-
narios. When designing AR applications, e.g., for the HoloLens,
the visual appearance of virtual content in the editor (e.g., Unity)
typically differs dramatically from the real experience. Further, app
deployment can be long-winded and therefore detrimental to quick
design iterations. To address this inefficient procedure, we propose
an authoring tool based on a web-interface, whereby the appear-
ance of the virtual content is immediately updated in AR on a
head-mounted display. This hybrid authoring interface approach
thereby facilitates the use of traditional input methods (e.g., desktop
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computer, mobile touch-screen device) for the completion of com-
plex authoring tasks through the web-interface, while supporting
in-situ inspection with a head-mounted display.
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1 INTRODUCTION

Recent research has demonstrated the benefits of collaborative
robots (cobots) for assisting with assembly tasks [22, 23], which
allow for a tight collaboration between human and robots without
extensive safeguards [8]. To make full use of cobots, the operator
must be made aware of its ongoing and planned procedures and
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be able to communicate with it. Here, information presented in
augmented reality (AR) environments can be beneficial to convey
the robot’s intent [24, 26], visualize safety information, and high-
light the procedures or tasks which the user has to do [22]. In our
experience, such immersive human-robot collaboration (HRC) envi-
ronments are typically authored on a desktop system (e.g., Unity3D),
making full use of familiar input technology such as mouse and
keyboard. However, effectively designing AR content in the edi-
tor requires accurate simulation of the real-world environment in
which it should be anchored. Even then, there is usually a notable
discrepancy between the simulation of AR content in Unity and its
situated visualization upon deployment on the AR head-mounted
display (HMD). Further, the process of deploying to the HMD, test-
ing and debugging, and again editing on the desktop system is
often slow, tedious, and challenging. To address this, prior work
has recently demonstrated the potential of using augmented reality
for authoring the AR-experience in-situ [21].

But what are the benefits of an in-situ AR authoring tool, which
may arguably be limited in terms of input capabilities (mid-air
interaction vs. mouse and keyboard)? We see several advantages:
(1) the user can immediately test out variations of e.g., visualizations
and their appearance properties, without needing to recompile the
entire application. Furthermore, (2) such an authoring tool may
lower the barrier of entry, as it can allow novice users to design AR-
supported systems without requiring extensive programming skills.
However, our experience from developing an authoring system in
AR [21] has shown that the design and configuration of an entire AR
experience can be difficult in a pure AR environment: for example,
effective text entry on a virtual keyboard presented in mid-air is not
trivial [12], and manipulation of traditional interface elements (e.g.,
buttons and lists) can be strenuous and difficult due to imprecise
mid-air interaction [7]. Recent works have therefore argued for the
combination of multiple devices as complementary interfaces [9, 27]
(e.g., AR HMDs and mobile touchscreen devices) to leverage the
respective advantages of each technology.

Building on our prior RoboVisAR [21] project, we therefore pro-
pose a hybrid authoring tool that includes a desktop environment,
tablet, and an AR HMD to collectively author and run the com-
plete AR user experience. The system should allow users to design
all AR content, while directly working together with a robot. Be-
sides enabling the initial setup and in-situ authoring, our proposed
system fluidly supports the execution phase, allowing users to in-
stantaneously try out their authored workflows on one or more
robots, which may but do not have to be cobots. In the following,
we present our concept, describing the features of our prototype.

For this paper, we limit our scope to authoring and collaborative
assembly, thereby excluding other key aspects of HRC assembly
(e.g., robot programming, designing assembly instructions). How-
ever, we are confident that in future these steps can be integrated
with our concept.

2 RELATED WORK

The following sections investigate prior approaches for authoring
AR experiences for human-robot interaction (HRI) and review the
concept of hybrid user interfaces.
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2.1 AR Authoring for HRI

In the context of authoring for HRI, AR environments have primar-
ily been explored to assist non-technical users with defining the
robots’ behavior. Some noteworthy examples of these authoring
tools are: GhostAR [5], V.Ra [6], and KineticAR [11]. However, these
are concerned with robot programming and aspects related to that,
but not the authoring of the AR content that supports HRI itself.

We address this gap in research with our own prior work Robo-
VisAR [21], with which we presented an AR authoring tool that
enables the user to create situated visualizations of robot data (e.g.,
status and movement path). We employed a timeline based ap-
proach, which also can be found in previous work [19, 20], where a
recording is made by executing the robot program before the au-
thoring process begins. AR content is then designed using the data
of this recording, before deployment for live execution. The system
runs on a Microsoft HoloLens 2, and all interaction and feedback
happens through this immersive interface with mid-air interaction.
In our view, this system has three key limitations: (1) it is limited
to ‘robot visualizations’, thus the visualization of assembly instruc-
tions is not supported; (2) the system does not support input from
the user to the system when running, thus only information from
the robot/system to the operator is supported and not the other
way around; and (3) challenges of mid-air interaction, in particular
when manipulating 2D user interface elements, can deteriorate the
user experience [21, 22]. We aim to address these limitations with
the hybrid authoring interface we describe in this paper.

2.2 Hybrid User Interfaces

Hybrid user interfaces combine “heterogeneous display and inter-
action device technologies” [10], such as AR HMDs with smart-
phones, tablets, or desktop systems, for complementary use. The
potential of AR in HRI makes this combination especially com-
pelling, as commonly-used devices (e.g., tablets) can be seamlessly
extended with superimposed content, without restricting their use
(e.g., [16, 18, 25]). In addition, hybrid user interfaces have shown to
provide better performance for two-dimensional input such as text
entry [12] and navigation [4], likely due to high familiarity [3, 14]
and the availability of haptic feedback [17]. In the context of switch-
ing between the authoring environment on a desktop computer
and AR deployment for inspection of the content, recent work has
explored the asynchronous use of hybrid user interfaces [15]: For
example, Hubenschmid et al. [13] combined a familiar 2D desktop
interface for visual analytics with immersive virtual reality, to allow
traditional data visualization on a 2D screen, as well as in-situ in 3D.
This allows users to flexibly switch to the appropriate interface (i.e.,
2D ex-situ or 3D in-situ), as the tasks demand. With the current
work, we propose to apply this hybrid authoring approach to the
use case of HRI in manufacturing workflows.

3 AUTHORING AR CONTENT IN A HYBRID
USER INTERFACE

With our work, we aim to support the authoring of AR content to
facilitate HRC in the context of assembly procedures in manufac-
turing. For example, conveying the robot’s intent by indicating its
status (see Figure 1, right), highlighting the next component it will
pick up, or visualizing its movement path, will prevent startling
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the worker and enable them to adapt their own behavior, e.g., by
getting out of the robot’s way. However, when and how such infor-
mation should be visualized is not trivial, and the design of such
AR systems remains a tedious task.

The hybrid authoring tool we propose, involves the use of an
optical-see-through AR HMD, a tablet, and a desktop computer.
Each of these interfaces has specific affordances and limitations,
which we aim to compensate through complementary use. By sup-
porting mid-air interaction through hand tracking, the HMD leaves
the user’s hands available for manipulating physical objects in the
workspace. However, this entails the drawback of mid-air interac-
tion, e.g., poor ergonomics [2] and the lack of haptic feedback [7],
in particular when interacting with 2D UI elements, such as menus.
Hence, we propose the use of a tablet for all menu interaction, fa-
cilitating effective manipulation of common Ul elements, including
sliders, buttons, and text input, through well-established touch-
screen interaction. Such a mobile device (e.g., tablet or phone) could
also directly be used for displaying AR content. However, the non-
stereoscopic display poses challenges for depth-perception, and the
manual handling of this “peephole” can be tedious and may occupy
the user’s hands. Finally, we aim to support a desktop computer
interface for more complex parts of the authoring procedure, as
this remains the default system for the design and implementa-
tion of interactive AR systems. While, compared to the tablet and
HMD, this interface obviously lacks the affordance of portability
and in-situ visualization of AR content, the user can profit from
superior input performance with mouse and keyboard, as well as
greater processing power and better interoperability with other
applications. By combining these complementary interfaces, users
can benefit from the appropriate modalities, while also seamlessly
switching between these devices to best suit their current task.

3.1 AR cues for Human-Robot Collaboration

Before describing the interfaces in more detail, we provide a short
explanation of the design elements we envision. As communication
is an important part of collaboration, the robot must be able to
communicate with the operator and vice versa. We propose using
AR as the main feedback channel, enabling the robot to communi-
cate with the user, thus visualizations are an important component
of the system. To respond, the operator communicates with the
robot through so-called actions. Besides visualizations and actions,
we adopt the idea from RoboVisAR [21] that conditions are used
to trigger actions and control when visualizations are shown. All
three elements have a set of properties, some of which can be edited
by the user.

Visualizations. According to Suzuki et al., AR visualizations for
HRI can be menus, points and locations, paths and trajectories,
and areas and boundaries [26]. As the context is highly relevant
for deciding which visualizations are most meaningful, a reason-
able number of these should exist in any authoring tool, and the
possibilities to adjust them should be plentiful.

We therefore intend to support a variety of visualizations re-
lated to the robot, the assembly task, and general purpose. Robot
related visualizations could be: movement path, robot silhouette
showing a preview of movement, robot status, and sensor readings
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(e.g., force/torque). Assembly-related visualizations could be: step-
by-step instructions, highlighting of parts (e.g. bolts) and tools, and
textual instructions. Finally, general purpose visualizations could
be different types of 3D objects, e.g. conveying safety zones or
otherwise highlighting areas of interest in space, and user defined
textual information.

Actions. Actions allow the user to communicate to the system,
by defining commands that should be reacted upon. What events
are relevant again highly depends on the task and the possibilities
provided by the respective setup. For example, direct robot control
might not be desirable due to safety concerns, but changing the
speed of the robot, momentarily pausing the robot, or changing its
current task might all be relevant actions. We intend to support at
least three categories of actions: robot related, assembly related, and
general purpose actions.

Conditions. Conditions are used to control when visualizations
are shown and to trigger actions. Thus they play an important role
in preventing visual clutter and ensuring that relevant information
is shown. The following are examples of conditions we aim to
support:

o Proximity condition: Triggers when two user-defined anchors
are within a defined distance of each other (e.g., show a
notification when the operator is within three meters of the
workstation).

® Robot assistance: Triggers when the robot requires the opera-
tor to perform an action (e.g., triggered by the robot-program
if a material dispenser is empty). This could then show a
message/warning to the user and play a notification sound.

o Gaze+pinch: Some visualizations can be interacted with us-
ing gaze and pinch. For example, activating the “Done” but-
ton on a 2D UI panel could trigger a complete-task-action.

We intend to support conditions of the following categories: spatial
condition (e.g., proximity, inside box and stationary), robot condition
(e.g., robot state, assistance needed, sensor values like force/torque),
user condition (e.g., skill-level, gaze), and assembly condition (e.g.,
task available).

Properties. Visualizations, events, and conditions all have various
properties that might be editable by the user. An example is illus-
trated in Figure 2, where the anchor and an offset position relative
to the anchor can be set. Changes to the value of a property should
immediately be reflected across all interfaces, i.e., it must also be
applied directly to the visualized AR content.

3.2 Hybrid Authoring Interface Components

We have designed two distinct graphical user interfaces to facilitate
interaction with the hybrid authoring system: (1) a web interface
for use at a desktop computer or on a touch-device, like a tablet;
(2) an AR application running on an HMD.

Web interface. The web interface allows users to author all as-
pects of the AR experience and setup the general environment.
This includes agents, markers, parts, tools, assembly sequences,
visualizations, conditions, and events. Through the high degree of
familiarity and interoperability, the web interface is easy to use
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Figure 2: A sketch of properties for a robot state visualization.
An example of the visualization can be seen on Figure 1
(center and right picture). Three properties can be edited
for this visualization: agent, anchor, and face user. Agent
determines which robot the status is displayed from (relevant
in a multi-robot scenario). The anchor is used to position
the visualization relative to a known position (e.g. a QR-code
or part of the robot). Finally, face user can be checked if the
panel automatically should face the user.

and can allows importing of existing data (e.g., parts, tools, assem-
bly sequences) from other systems. Once imported, users can then
add additional information, such as the physical location of the
specific tool by switching from the web interface to the AR inter-
face. Figure 4 shows a sketch of what the interface for authoring of
visualizations, conditions, and events will look like.

AR interface. The AR interface is responsible for presenting the
user with all active visualizations. Hand and gaze interaction is
supported for authoring tasks that require spatial manipulations,
for example when defining a 3D anchor point in the real world.
As mid-air interaction is generally not well-suited for 2D menus
(e.g., to improve ergonomics), we aim to minimize the need for
traditional interface elements in AR.

3.3 Authoring Phases

We envision that the system will be used in three phases: initial
setup, authoring, and execution. We expect that each phase will
utilize the web and AR interfaces to a different degree (see Figure 3).
During initial setup, information is fed into the system from other
sources (e.g., PLM-systems) and static information is provided, such
as the type of robot(s) and their position(s). The initial setup is likely
done at the desktop interface.

The user can then transitions to the workspace with the robot for
the authoring phase, where the design of the final user experience
is created. We imagine that this will be done in an iterative manner,
where visualizations and other elements are gradually added and
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Figure 3: Expected utilization of each interface in the author-
ing phases, with black indicating a high expected utilization.

Interface

adjusted to fit the context of the task. Users can therefore benefit
equally from the web interface for adjusting properties using the
tablet, and the AR interface for adjusting elements with regard to
their real-world context. To better support this switch, we proposed
to mount the tablet on a fixture in proximity to the robot, allowing
for a suitable perspective of the workspace and keeping the user’s
hands free.

Lastly, in the execution phase, an operator performs the task
in collaboration with the robot, thereby perceiving the previously
authored AR content. During this phase the operator might make
ad-hoc changes, e.g., due to a spontaneous change in procedure,
or personal preferences. However, here authoring abilities are in-
tended to be limited.

It should be noted that these phases do not necessarily need to
be completed by the same user.

4 DISCUSSION AND OPEN CHALLENGES

While our vision provides a general outlook to author AR-based
HRC workflows, there are many opportunities and challenges left
that can be addressed in future works regarding AR guidance, HRC
authoring, and hybrid user interfaces.

Clutter & Occlusion. As prior work [1, 22] has demonstrated,
using AR for guidance in HRC has many benefits, such as showing
a 3D preview of where objects have to be placed, or visualizing
anchors and targets within the user’s workspace. However, a user’s
workspace can easily become cluttered with digital objects, which
may be especially problematic during authoring, where the user
has an overview over all necessary steps. Our vision addresses this
by grouping steps into conditions, but other approaches may be
more useful or user-friendly, such as proximity-based heuristics
or focus+context visualization techniques. Similarly, showing a 3D
preview for object placement can be beneficial, but also occludes the
real-world object [22]. Here, a continuous adaption of the virtual
preview (e.g., by fading out the object or transforming the full object
into a wireframe as the real object gets closer) may be promising.

Improving Author Guidance. In-situ authoring in AR offers many
opportunities for providing heuristic- or artificial-intelligence-based
suggestions. For example, Belo et al. [2] demonstrated the utility of
visualizing the ergonomic costs of interaction in AR. Ergonomics
have been considered in the context of HRC [1], but could be fac-
tored into the authoring process (e.g., by visualizing the most viable
ergonomic position of the robot arm in AR during authoring). Alter-
natively, the authoring system could detect and visualize inefficient
or dangerous procedures and offer alternatives, thereby improving
the authored procedure. Real-world evaluation of the proposed
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