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(a) NO-AR (b) SMALL-AR (c) MEDIUM-AR (d) LARGE-AR 

Figure 1: Exploring virtually-extended displays using a video see-through augmented reality head-worn display, we compare 
four diferent display sizes: (a) the NO-AR condition is used as baseline; (b) the SMALL-AR condition is comparable to a tablet; 
(c) MEDIUM-AR is similar to a desktop monitor; and (d) the LARGE-AR condition is equivalent to a television monitor. 

ABSTRACT 
Smartphones conveniently place large information spaces in the 
palms of our hands. While research has shown that larger screens 
positively afect spatial memory, workload, and user experience, 
smartphones remain fairly compact for the sake of device ergo-
nomics and portability. Thus, we investigate the use of hybrid user 
interfaces to virtually increase the available display size by comple-
menting the smartphone with an augmented reality head-worn dis-
play. We thereby combine the benefts of familiar touch interaction 
with the near-infnite visual display space aforded by augmented 
reality. To better understand the potential of virtually-extended 
displays and the possible issues of splitting the user’s visual at-
tention between two screens (real and virtual), we conducted a 
within-subjects experiment with 24 participants completing navi-
gation tasks using diferent virtually-augmented display sizes. Our 
fndings reveal that a desktop monitor size represents a “sweet spot” 
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for extending smartphones with augmented reality, informing the 
design of hybrid user interfaces. 
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1 INTRODUCTION 
Through smartphones, vast information landscapes are conven-
iently available at our fngertips. Their relatively small form factor 
makes them easily portable, while their ergonomics are (mostly [4, 
44]) well-suited for one-handed interaction. Yet, this design for 
portability and ergonomics comes at the cost of a limited display 
size: prior work has demonstrated that a bigger screen can improve 
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spatial memory, workload, and user experience [60], especially 
when using touch interaction [78]. 

In contrast, augmented reality (AR) head-worn displays (HWDs) 
ofer a near-infnite visual space. While AR hardware can be ex-
pected to further improve and become commonplace in every-
day life (e.g., as sunglasses), the ergonomics [3, 6, 32] and accu-
racy [7, 14] of mid-air interaction may present a critical challenge 
for wide adoption. One promising possibility to address this is-
sue are hybrid user interfaces [21, 76]. For example, by combining 
AR HWDs with smartphones in a hybrid system, we complement 
the familiar touch interaction with the near-infnite visual display 
space of an AR HWD. We can thereby virtually increase the smart-
phone’s display size to beneft from better spatial memory and 
usability. In particular, virtually-extended screen-aligned displays 
(VESADs) [54] have been found efective for seamlessly extending 
physical smartphone screens, presenting them as one (possibly in-
fnitely) large screen. But how much (virtual) display real-estate is 
actually necessary or even benefcial? 

To better understand the design space of hybrid user interfaces, 
we investigate the impact of the size of virtually-extended screens 
through the complementary use of an AR HWD and a smartphone. 
Although we expect to fnd many similarities to prior studies on spa-
tial memory (e.g., [60, 78]), hybrid user interfaces also face unique 
challenges that must be considered. For example: (1) By separat-
ing the display into a real and virtual display, users may have to 
split their visual attention [61], counteracting potential benefts 
gained from virtually increasing the display size [30]; (2) larger 
screen sizes may require more head-movement, which may afect 
ergonomics [12]; and (3) larger screen sizes cannot be fully kept 
in view or visually processed efectively, which could afect cog-
nitive load. All of these may prove detrimental to spatial memory. 
To investigate this in detail, we conducted a controlled laboratory 
experiment with 24 participants testing the efect of diferent sizes 
of virtually-extended displays on spatial memory, workload (e.g., 
ergonomics, cognitive load), and user experience. Our fndings 
support that larger virtually-extended screen can consistently im-
prove spatial memory, workload, and user experience, but also indi-
cate that these benefts decrease again once the virtually-extended 
screen becomes too big. Our fndings also reveal that using a small 
virtually-extended screen can indeed perform worse than providing 
no virtually-extended screen at all. 

As part of our experiment, we developed a hybrid user interface 
that extends smartphone display space through AR and contribute: 
(1) key fndings from an evaluation thereof with 24 participants, 
comparing four sizes of virtually-extended displays; (2) we thereby 
investigate spatial memory, workload, and user experience, based on 
which we (3) present design and research implications for virtually-
extended displays. 

In the following sections, we review fndings from related work, 
explain our experiment and the results thereof, provide a discussion 
of the results in relation to our research questions, discuss limita-
tions and future work, and present insights for design and research. 

2 RELATED WORK 
In this section, we review prior fndings in the context of spatial 
memory and hybrid user interfaces. 

2.1 Spatial Memory 
Spatial memory is an important aspect of human cognition that has 
been well-studied in relation to HCI [66], especially in the context of 
reducing cognitive efort for navigation and search tasks [1, 58]. In 
this context, prior work has investigated diferent input (e.g., peep-
hole navigation [40, 50, 56], body movement [22, 41, 59], mouse and 
touch [39, 73]) and output modalities (e.g., audio cues [24], tab in-
terfaces [27]), display sizes [60, 78], visualization and memorization 
techniques (e.g., fsheye lenses [69], providing an overview [34, 38], 
focus+context [11, 55], storytelling [23]), as well as the use of 
landmarks (e.g., gridlines [46], body parts [4], anchors and back-
ground images [74], in graphical user interfaces [65] and 3D envi-
ronments [26, 52]). 

Specifcally, prior work indicates that – compared to indirect 
mouse input – direct touch interaction can improve memorization 
accuracy [73], spatial memory, and navigation performance [39]. 
Zagermann et al. [78] showed that embodied interaction can in-
crease spatial memory when compared to indirect touch (e.g., via 
trackpad) and direct touch interaction, but at the cost of user ex-
perience and efciency. This is especially relevant in the context 
of peephole navigation [49], as smartphones can be used for both 
static (i.e., touch) and dynamic (i.e., spatial movement, e.g., [56]) 
peephole navigation. In terms of peephole size, a study by Rädle 
et al. [60] show that an increased peephole size can positively af-
fect learning speed, navigation speed, and task load – albeit with 
diminishing returns. For AR, we also need to consider the virtual 
feld of view. In this regard, a study by Caluya et al. [12] shows that 
a smaller virtual feld of view has no signifcant impact on spatial 
memory, but can increase head movement. 

In summary, prior work highlights the relation between peep-
hole size and spatial memory. We expect that bigger peepholes 
(i.e., larger screens) perform better in terms of spatial memory, 
workload, and user experience (cf. [60, 78]), but may also nega-
tively impact workload (i.e., head movement) as screen sizes exceed 
the HWD’s feld of view (cf. [12]). Here, a 2D environment in AR 
with direct touch interaction (e.g., via smartphone), gridlines, and 
visual anchors can strike a good balance in terms of clutter [15], 
efciency [15, 78], and user experience [78]. 

2.2 Hybrid User Interfaces 
Hybrid user interfaces [21] combine complementary devices [76] 
such as AR HWDs and smartphones to ofset the disadvantages 
of each device. Recent research has demonstrated their applica-
bility and relevance in a variety of use cases, combining mixed 
reality HWDs with a wide range of interactive devices, such as 
smartwatches [30], smartphones [42, 45, 54, 75, 79], tablets [2, 17, 
18, 36, 43, 48, 68, 72], interactive surfaces [5, 10, 63, 70], display 
walls [64, 71], and desktop computers [35, 37]. Initial studies show 
that hybrid user interfaces can improve navigation performance [9] 
and user experience [54, 79]. One common use case for hybrid user 
interfaces, especially across smaller handheld devices, is the exten-
sion of screen real-estate. While prior work has explored diferent 
technologies for screen extensions (e.g., projectors [13, 29, 31], us-
ing multiple devices for cross-device interaction [8, 77]), AR HWDs 
allow for a truly seamless screen extension. Normand and McGuf-
fn [54] describe such virtually-extended screen-aligned displays 
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(VESADs) as virtual screens that are “centered on, and co-planar 
with, a smartphone”. Prior work has explored the design space of 
such VESADs for annotations [17], immersive analytics [43], and 
general interaction concepts [79]. Grubert et al. [30] show how 
extending the display of a smartwatch can improve task completion 
times at the cost of higher workload. 

Although an increased screen real-estate can be benefcial (e.g., 
for spatial memory, see Section 2.1), prior work in multi-display 
environments also hints at several potential issues that may counter 
the benefts. One issue is the split attention efect [28], as users have 
to split their visual attention between multiple displays, resulting in 
overall worse performance [61]. In this regard, Rashid et al. [62] pro-
vide an overview of diferent factors infuencing attention switches 
in multi-display environments, such as display contiguity and an-
gular coverage. In addition, a study by Nacenta et al. [53] shows 
that a physical gap between displays can signifcantly reduce per-
formance. Yet, unlike prior methods of expanding screens, VESADs 
leverage AR to seamlessly extend the smartphone screen, thus elim-
inating any “displayless space” [53] and potentially avoiding the 
attention split between two displays. Still, Grubert et al. [30] and 
Eiberger et al. [20] observed signifcant overhead when switching 
between display output of an AR HWD and smartphone due to 
diferent focal planes, while Normand and McGufn [54] observed 
no such overhead with video see-through HWDs. 

In summary, hybrid user interfaces are increasingly used to, for 
example, seamlessly extend the screen of handheld devices with 
AR. Although the combination of handheld device with AR HWD 
presents many benefts, prior work in multi-monitor environments 
also indicates unique challenges, such as splitting the user’s visual 
attention between two screens, which can have a negative impact 
on performance. To the best of our knowledge, there is no prior 
research investigating these challenges for VESADs and their size. 

3 EXPERIMENT 
Building on prior research, we aim to investigate whether reported 
fndings on spatial memory can be transferred to the use case of 
hybrid user interfaces. On the one hand, larger display screens have 
been shown to be benefcial for spatial memory [60], especially 
when using touch interaction [78]. On the other hand, the split 
attention efect may negatively impact performance [13, 62]. We 
conducted a controlled laboratory experiment using diferent vir-
tual screen sizes to investigate the impact of virtually-extended 
display sizes on spatial memory, workload, and user experience. 
In addition, we also investigated possible diferences in the split 
attention efect between diferent virtual screen sizes. 

3.1 Research Questions 
Our experimental setup is guided by three main research questions. 
RQ1: Spatial Memory. How does screen size afect users’ navi-

gation behavior and performance in a spatial memory task? 
RQ2: Workload. Does a virtual screen extension cause an in-

creased workload in terms of cognitive load and ergonomics 
due to increased context switching between the real and 
virtual display? 

RQ3: User Experience. In what way is user experience infuenced 
by screen size? 

NO-AR
SMALL-AR

MEDIUM-AR

LARGE-AR

Search Item 
Example

Distractor 
Example 

Figure 2: Exemplary 2D grid map used during the navigation 
phase containing search icons and distractor icons. A space 
in the middle of the map with the size of LARGE-AR was 
intentionally left blank to hide any icons in the starting 
position of each condition. Colored borders indicate the size 
and starting positions of each condition. 

The efect on spatial memory (RQ1) is evaluated by analyzing 
the navigation path, task completion time, navigation speed, and 
accuracy of object location recall. Further, the workload (RQ2) is op-
erationalized via the pupil size as indicator for cognitive load [19], 
total amount of gaze movement, total degree of head movement 
during navigation, and the NASA task load index [33]. Finally, we 
evaluate user experience (RQ3) with a user experience question-
naire [67] and subjective preference ratings. Overall, we expect that 
display size positively afects spatial memory, workload, and user 
experience (cf. [60, 78]). We therefore also expect to see diminishing 
returns, as participants no longer proft from the increased screen 
size beyond a certain threshold (e.g., tablet-sized [60]). 

3.2 Conditions 
We diferentiate between three extension sizes (similar to Rädle 
et al. [60]) to mimic existing devices. In addition, we added a condi-
tion without any virtually-extended display as baseline condition. 
Lastly, participants wore an AR HWD in all conditions to guarantee 
for a better comparability of conditions. In order of smallest to 
largest display size, we compared the following display sizes (see 
Figures 1 & 2): 

• NO-AR: This condition serves as baseline with no virtual 
extension, using a display size of 5.5′′ . 

• SMALL-AR: This condition mimics the size of a tablet, using 
a total display size of 11′′ . 

• MEDIUM-AR: This condition is similar to current desktop 
monitors with a display size of 23′′ . 

• LARGE-AR: The largest condition has approximately the 
size of a television monitor at 43′′ . 

3.3 Tasks 
To keep our results comparable to prior studies on spatial memory, 
we employed an established task (see [39, 41, 46, 50–52, 59, 78]) 
which consists of a navigation phase and an object location recall 
phase. The task makes use of a 2D grid map (46 columns × 27 rows, 
see Figure 2) with an approximate real world size of 124 cm × 73 cm. 
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While the visible area difered for each condition, the map size 
stayed consistent. All conditions and maps had a visible aspect 
ratio of 16:9. 

Navigation phase. For the navigation phase, participants had to 
put on an AR HWD and were provided with a smartphone that was 
extended with a VESAD (depending on the condition, see Figure 1). 
Participants had to search for and navigate to a symbol on the grid 
map using touch panning gestures on the smartphone to move 
the map (i.e., using static peephole navigation [49]). To increase 
ecological validity, the navigation behaved similar to of-the-shelf 
map applications by emulating physical inertia and stopping when 
the participant touched the phone again. For each search trial, the 
application started in its default position in the middle of the grid 
map (see Figure 2). The current search icon was shown as a semi-
transparent symbol, which remained statically in the middle of the 
smartphone screen. The task was automatically completed once 
participants navigated to the icon and placed it approximately in 
the middle of the smartphone (i.e., once the map symbol’s center 
touched the semi-transparent search symbol). In addition, we in-
cluded a total of fve item sets: an item set for the training task, 
showing letters of the alphabet and four distinct item sets (see Fig-
ure 2) to avoid learning efects between conditions. The locations of 
all icons were randomized on each map (i.e., in every condition) to 
prevent learning efects across conditions. Yet, we ensured that the 
length of navigation paths remained comparable across conditions 
and that there were no diferences with regard to the complexity 
or theme of the icons (cf. [78]). 

Participants were tasked to fnd a series of 6 diferent icons (with 
4 repetitions each), which were distributed on the 2D grid map that 
also included similarly-looking symbols that served as distractors 
(cf. [78], see Figure 2). As shown in Figure 2, no icons were visible 
in the starting positions of all conditions and icons were not placed 
within an area equivalent to the size of LARGE-AR. With this, we 
ensured that, for example, participants do not visually scan the map 
in larger conditions before actually interacting with it, which might 
impair the comparability of conditions (e.g., navigation path lengths 
and task completion times). Each condition therefore consisted of 
24 search trials, resulting in 96 trials per participant and a total of 
2304 trials over all participants. 

Object location recall phase. For the object location recall phase, 
participants sat in front of a desktop PC with a mouse, reducing po-
tential infuences of motoric or kinesthetic memory to increase the 
internal validity of the spatial memory measurement, as a common 
practice for studying spatial memory (cf. [39, 78]). Here, partici-
pants were frst presented with an empty grid map. In this phase, 
the entire map was visible on the screen and no navigation was 
possible. Instead, participants had to place the icons from the navi-
gation phase in their prior location by clicking on the corresponding 
position on the map using the mouse. The current icon was shown 
at the top of the screen. The icon order was based on the search 
order from the navigation phase. 

3.4 Measurements 
We employed diferent quantitative and qualitative metrics to ad-
dress our research questions. 

Spatial Memory. To measure the impact on spatial memory, we 
measure the path length, task completion time, and navigation 
speed during the navigation phase as well as the icon placement 
recall accuracy during the object location recall phase. For better 
comparability across conditions, we use the normalized path length, 
which is calculated as a ratio between the participant’s actual path 
and the shortest possible path using Euclidean distance. Here, we 
omitted the frst repetition from our analysis due to the initial ran-
domness during the frst navigation [39]. The task completion time 
was logged as duration in seconds between the start of a repetition 
until the icon was found and placed in the middle of the smart-
phone. Since navigation speed can be derived from the path length 
and task completion time, we complemented this measurement by 
recording the maximum navigation speed to investigate whether 
larger display screen sizes allow participants to fick through the 
map more quickly. Lastly, the icon placement accuracy was mea-
sured in the Euclidean distance in pixels between the icon’s actual 
position and the position where participants placed the icon during 
the object location recall phase. 

Workload. To evaluate the objective workload, we measure the 
pupil size [19], the total amount of gaze movement, total degree 
of head movement during navigation, and the subjective task load. 
The pupil size was measured using a built-in eye-tracker which 
logged a relative value between 0–1 according to the pupil size 
range detected by the AR HWD. Here, a larger pupil size is seen as 
an indicator for increased task load [19]. The total amount of gaze 
movement and total degree of head movement were both calculated 
in the quaternion distance (i.e., angles) between each data point 
and divided by the duration until the next data point. We also used 
the raw NASA TLX [33] which allows us to measure subjectively 
perceived task load. Lastly, we traced the participant’s gaze onto the 
virtually-extended screen to measure how much time participants 
spent looking at which screen (i.e., smartphone or virtual screen). 

User Experience. We used the user experience questionnaire 
(UEQ) [67] to gain more insights into the attractiveness, hedonic 
qualities, and pragmatic qualities of each condition. We comple-
mented these results with a semi-structured interview at the end 
of the study session to gather qualitative insights into participant’s 
preferences. 

3.5 Apparatus 
For all navigation tasks, we employed a Varjo XR3 as video see-
through AR HWD due to its high digital feld of view (155° horizon-
tal feld of view; 90 Hz refresh rate; 12 megapixel video pass-through 
per eye, 100 Hz eye-tracker) attached to a state-of-the-art computer 
(Intel i9 9900K, Nvidia RTX 3090). We intentionally decided against 
an optical see-through HWD to avoid potential issues with diferent 
focal planes [20, 30, 54]. The information landscape was overlayed 
on top of a Google Pixel XL (5.5′′, 2560 × 1440 pixel, Android 10). 
The smartphone was cut out from the digital overlay, allowing par-
ticipants to still fully see their hands and the smartphone’s display 
and its content. We also reduced the transparency of the entire map 
to 40 % so that participants were still able to make out their physical 
surroundings. The AR HWD was tracked using four Valve Base 
Stations placed in every corner of the room, while the smartphone 
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was tracked with a fducial marker mounted to the smartphone 
and tracked via the HWD’s front-facing cameras. We used a stabi-
lization algorithm to avoid inaccurate smartphone tracking when 
participants were not looking at the smartphone (e.g., for LARGE-
AR). The object location recall task was performed using a desktop 
PC on a 4K 27′′ monitor. 

The software for all devices was implemented in Unity 2021.1 and 
is available as open source project1. The applications communicated 
through a client-server architecture using TCP. We connected all 
devices via 5 GHz Wif or ethernet to reduce latency – ensuring 
that there was no perceivable latency between smartphone display 
and AR overlay. 

3.6 Participants 
We recruited 24 participants (10 female, 14 male) aged 21–36 (M = 
24.4, SD = 3.1) from the local university. Participants were recruited 
through fyers that advertised an AR study about memory games. 
We recruited participants that were fuent in the local language to 
avoid potential diferences in the linguistic meaning of diferent 
icons (cf. [39, 46, 78]). 22 participants were undergraduate students 
from diferent felds (e.g., computer science, social studies, history, 
biology, life science, law), 1 participant was a PhD student, and 1 
participant was administrative staf. Although participants were 
mostly experienced in the use of smartphones (M = 4.375, SD = .824, 
on a Likert scale from 1 (inexperienced) to 5 (experienced)) and 
all participants owned a smartphone (n = 24), experience with AR 
applications was mixed (M = 2.75, SD = 1.327, on a Likert scale from 
1 (inexperienced) to 5 (experienced)). All participants had normal 
(n = 12) or corrected to normal (n = 12) vision. 

3.7 Procedure 
Participants frst signed a consent form, completed a demographic 
questionnaire, and received an introductory presentation about the 
task and guidelines for wearing the HWD to ensure correct eye-
tracking calibration. We assigned each participant a diferent order 
of conditions using full counterbalancing to avoid any learning 
efects. In each condition, participants started by putting on the 
AR HWD and received a smartphone. During all navigation phases, 
participants remained seated at a table and held the smartphone in 
landscape orientation. Participants started in the navigation phase 
where they frst solved a training task until they felt comfortable 
with the system. Next, participants solved 4 repetitions of fnding 6 
diferent icons. After the navigation phase, participants took of the 
AR HWD to use a desktop system, where they completed the object 
location recall phase using mouse input. At the end of each condition, 
participants flled out a raw NASA TLX [33] and a UEQ [67]. We 
concluded each session with a semi-structured interview about 
topics such as memorization strategies, subjective preferences, and 
preferred display sizes. The study duration ranged between 40– 
70 minutes, and all participants received monetary compensation 
for their time. We also awarded an additional monetary reward to 
the fastest participant to further encourage participants to perform 
the tasks as quickly as possible. We followed all necessary ethical 
and sanitary guidelines provided by the local university. 

1https://github.com/hcigroupkonstanz/ARound-the-Smartphone 

4 RESULTS 
In this section, we present our results based on our three research 
questions of spatial memory, workload, and user experience. Since a 
Shapiro-Wilk test revealed that our data did not follow a normal 
distribution, we analyzed the data with a non-parametric approach. 
We used a Friedman test followed by a pairwise Wilcoxon test with 
Bonferroni correction as post-hoc analysis to test for statistical 
signifcance, where appropriate. We indicate the medians (Mdn) 
and standard deviations (SD) using subscripts � � for NO-AR, � 
for SMALL-AR, � for MEDIUM-AR, and � for LARGE-AR to im-
prove readability. We assume � = .05 for statistical signifcance. 
For pairwise comparisons, we adjusted signifcance values by the 
Bonferroni correction for multiple tests. The user study data is 
available in a data repository2. To improve readability, we report 
results of statistical analyses as tables in the appendix of this paper. 

4.1 Spatial Memory 
We measure spatial memory based on the navigation path length, 
task completion time, and recall accuracy. As a related measure, we 
also investigated the navigation speed during the navigation phase. 
Our fndings are summarized in Figure 3. 

4.1.1 Navigation Path Length. We found statistically signifcant 
diferences in each repetition when comparing normalized naviga-
tion path length across conditions. Pairwise post-hoc comparisons 
showed that LARGE-AR (���� = 2.629, ��� = .365) and MEDIUM-
AR (���� = 2.532, ��� = .339) had consistently shorter naviga-
tion path lengths than NO-AR (����� = 4.168, ��� � = 1.317) 
and SMALL-AR (���� = 3.92, ��� = 1.274) throughout all repe-
titions (see Appendix A: Tables 1 & 2 and Figure 3 (A)); pairwise 
comparisons between NO-AR and SMALL-AR or MEDIUM-AR and 
LARGE-AR did not show any statistically signifcant diferences. 
Comparing normalized navigation path lengths between repeti-
tions within each condition showed a decrease in path lengths: 
Here, the overall test showed statistically signifcant diferences for 
all conditions with individual diferences for each condition, when 
comparing the frst with following repetitions (see Tables 3 & 4). 
Only MEDIUM-AR showed a signifcant diference between Repeti-
tion 1 and 2. 

4.1.2 Task Completion Time. We found statistically signifcant dif-
ferences (�2 (3) = 48.05, � < .001) when comparing task completion 
times across conditions (see Figure 3 (C)). A pairwise post-hoc com-
parison reveals that NO-AR (����� = 72.883, ���� = 41.538) 
is signifcantly longer than both MEDIUM-AR (���� = 44.01, 
��� = 16.569, � = 1.875, � < .001) and LARGE-AR (���� = 
40.782, ��� = 13.11, � = 2.333, � < .001). Similarly, SMALL-AR 
(���� = 56.884, ��� = 23.817) is also signifcantly longer than 
MEDIUM-AR (� = 1.542, � < .001) and LARGE-AR (� = 1.083, 
� = .022). No statistically signifcant diferences were found be-
tween NO-AR and SMALL-AR, or MEDIUM-AR and LARGE-AR. 

4.1.3 Recall Accuracy. We found statistically signifcant diferences 
in the object recall accuracy during the object location recall phase 
(�2 (3) = 14.121, � = .003, see Figure 3 (B)). A pairwise post-hoc 
comparison shows that NO-AR (����� = 3.248, ���� = 1.026, 

2DOI: 10.18419/darus-3326 
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Figure 3: Summary of measures for spatial memory. (A) Boxplots of pairwise comparison of normalized navigation path length 
during the navigation phase (optimal normalized path length is 1). We omitted Repetition 1 due to the randomness of initial 
navigation trials [39]. (B) Boxplots showing average task completion time in seconds during the navigation phase. (C) Boxplots 
showing participants’ accuracy of the object location recall phase in average Euclidean distance in blocks between the actual 
and the recalled position of the sign. (D) Maximum navigation speed in cm/s. 

� = 1.12, � = .015) and SMALL-AR (���� = 3.095, ��� = 1.804, 
� = 1.188, � = .009) are signifcantly less accurate than MEDIUM-
AR (���� = 2.003, ��� = .873). While MEDIUM-AR performed 
best on average, no signifcant diferences could be found between 
LARGE-AR (���� = 2.715, ��� = 1.199) and MEDIUM-AR. 

4.1.4 Navigation Speed. For navigation time, we divided normal-
ized navigation path length by the task completion time. Although 
both measures already showed statistically signifcant diferences 
between conditions, we still include the results here to substantiate 
our fndings. Since we found statistically signifcant diferences 
in navigation speed (�2 (3) = 49.35, � < .001), we performed a 
pairwise post-hoc comparison. The comparison shows that NO-
AR (����� = .196, ���� = .039) had a signifcantly slower 
navigation speed than MEDIUM-AR (���� = .263, ��� = .06, 
� = −2.417, � < .001) and LARGE-AR (���� = .24, ��� = .051, 
� = −1.625, � < .001). Likewise, SMALL-AR (���� = .212, ��� = 
.038) also was signifcantly slower than MEDIUM-AR (� = −1.792, 
� < .001) and LARGE-AR (� = −1, � = .044). To further complement 
these fndings, we also measured the maximum navigation speed 
during each condition (see Figure 3 (D)). Although MEDIUM-AR 
performed best on average, we found no statistically signifcant 
diferences (�2 (3) = 3.052, � = .384). 

4.2 Workload 
To better understand the efects of display sizes on workload-related 
measures such as ergonomics and cognitive load, we measured the 
amount of head movement, the participant’s pupil size, the amount 
of eye-gaze movement during all conditions, the participant’s visual 
attention, and the subjective task load (see Figure 4 and Figure 5 (A)). 
For eye-tracking measures, we omitted data from 7 participants 
due to insufcient tracking quality. For movement-based data, we 
omitted data from 3 participants due to technical issues with our 
prototype. 

4.2.1 Head Movement. We measured the amount of head move-
ment using the rotational data of the AR HWD (see Figure 4 (B)). 
Here, we found statistically signifcant diferences in the amount of 
head rotation between conditions (�2 (3) = 35.682, � < .001). A pair-
wise post-hoc comparison reveal that LARGE-AR (���� = 4.932, 

��� = 5.47) is signifcantly higher than both NO-AR (����� = 
.176, ���� = 1.889, � = −2.353, � < .001) and SMALL-AR 
(���� = .278, ��� = 2.388, � = −2.118, � < .001), while MEDIUM-
AR (���� = 1.812, ��� = 3.85) is signifcantly higher than NO-
AR (� = −1.294, � = .021). 

4.2.2 Pupil Size. We also analyzed participants’ pupil size as an 
objective indicator for mental demand [19]. We compared the rel-
ative pupil size between conditions which revealed statistically 
signifcant diferences (�2 (3) = 15.568, � = .001). A pairwise post-
hoc comparison shows participants had a signifcantly larger pupil 
size in NO-AR (���� � = .072, ��� � = .012) than MEDIUM-AR 
(���� = .069, ��� = .009, � = 1.211, � = .023) and LARGE-AR 
(���� = .069, ���� = .01, � = 1.579, � = .001). No statistically 
signifcant diferences were found for SMALL-AR compared to all 
other conditions (���� = .07, ��� = .01). 

4.2.3 Eye-Gaze Movement. We found statistically signifcant dif-
ferences in the amount of eye-gaze movement between conditions 
(�2 (3) = 31.518, � < .001, see Figure 4 (C)). A pairwise post-
hoc analysis shows that SMALL-AR (���� = .398, ��� = .596, 
� = −1.353, � = .013), MEDIUM-AR (���� = .391, ��� = .551, 
� = −1.471, � = .005), and LARGE-AR (���� = .686, ��� = .553, 
� = −2.471, � < .001) have a larger amount of eye-gaze movement 
when compared against NO-AR (����� = .041, ���� = .0595). 
No signifcant diferences between the AR conditions were found. 

4.2.4 Visual Atention. To better analyze the visual attention dur-
ing conditions, we investigated the amount of time participants 
focused on the AR extension (see Figure 4 (D)) and visualize gaze 
behavior in a heatmap for each screen size (see Figure 4 (E)). We 
thereby omit the NO-AR condition as participants were fully fo-
cused on the smartphone. For duration of visual focus, we found 
signifcant diferences in how much time participants spent looking 
at the smartphone screen or the AR extension depending on the 
screen size (�2 (2) = 20.235, � < .001). A pairwise post-hoc analysis 
shows that participants looked signifcantly less at the AR exten-
sion during SMALL-AR (���� = .33, ��� = .185) when compared 
to MEDIUM-AR (���� = .453, ��� = .205, � = −.941, � = .018) 
and LARGE-AR (���� = .697, ��� = .196, � = −1.529, � < .001). 
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Figure 4: Summary of objective measures for workload. (A) Boxplots showing the average head rotation in ◦/s. (B) Boxplots 
showing the average pupil size during all conditions. Here, pupil sizes ranges are a relative value between 0 and 1 as calculated 
by the AR HWD. (C) Boxplots showing the average gaze movement in ◦/10ms. (D) Boxplots showing the average time in percent 
that participants spent looking at the AR screen extension. (E) Heatmaps showing how long participants focused on what part 
of the VESAD. Heatmaps indicate fxation duration per position related to total gaze time, whereby results were scaled with a 
power-law function (� = 0.5) to increase the visibility of lower values. We marked corresponding virtual extensions sizes in 
each heatmap to better contextualize the values. We also added statistics below each heatmap indicating how much percent of 
a participant’s focus each display size received (excluding inner conditions). 

This gaze behavior also becomes apparent from the heatmap visu-
alization (see Figure 4 (E)), where clusters of darker color indicate 
that especially for SMALL-AR participants looked mostly at lower 
central portion of the smartphone screen, with occasional glances 
at the virtual extension around the smartphone. Even in MEDIUM-
AR and LARGE-AR, where participants overall spent more time 
looking at the virtual extension, the participants’ gaze was mostly 
centered on or just around the smartphone. For LARGE-AR, partici-
pants’ gaze appears to traveled across the extended display up to the 
MEDIUM-AR size (percent of total gaze time in MEDIUM-AR area, 
excluding inner sizes: ��� = 32.828%, �� = 9.397%), but quickly 
falls of towards the edge (percent of total gaze time in LARGE-AR 
area, excluding inner sizes: ��� = 7.336%, �� = 6.897%). Similarly, 
gazes in MEDIUM-AR also fall of towards the edges, but the overall 
virtual display area of MEDIUM-AR appears more evenly used. 

4.2.5 Subjective Task Load. We used the NASA TLX [33] to mea-
sure task load after each navigation phase (see Figure 5 (A) and 
Appendix A: Tables 5 & 6). We found statistical signifcant difer-
ences in all subscales: mental demand, physical demand, temporal 
demand, performance, efort, and frustration as well as the overall 

scores. In a pairwise post-hoc analysis, we found a statistically sig-
nifcant improvement of SMALL-AR compared to NO-AR in efort. 
A comparison of NO-AR and MEDIUM-AR shows statistically sig-
nifcant improvements for MEDIUM-AR across all subscales. When 
comparing NO-AR to LARGE-AR, we found signifcant improve-
ments for LARGE-AR in mental demand, temporal demand, and 
frustration. We also found statistically signifcant improvements 
from SMALL-AR to MEDIUM-AR in mental demand and frustration. 
Repeating this pairwise comparison for the overall score, results 
show that MEDIUM-AR and LARGE-AR have a signifcantly lower 
workload than NO-AR, while MEDIUM-AR also has a signifcantly 
lower workload than SMALL-AR. On average, MEDIUM-AR per-
formed better than LARGE-AR in all subscales, but no statistically 
signifcant diferences were found. 

4.3 User Experience 
We measure user experience based on the user experience ques-
tionnaire and subjective preferences gained from a semi-structured 
interview. Figure 4 (B) shows an overview of our statistical fndings. 
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Figure 5: Measures for workload (A) and user experience (B). (A) Boxplots showing the results of the NASA TLX questionnaire 
for all conditions. (B) Boxplots of the results from the UEQ for all conditions. 

4.3.1 User Experience Qestionnaire. We employed a UEQ [67] 
after each navigation phase (see Figure 5 (B) and Appendix A: Ta-
bles 7 & 8). We discovered statistically signifcant diferences in all 
scales: attractiveness, perspicuity, efciency, dependability, stimula-
tion, and novelty. A pairwise post-hoc analysis reveals that SMALL-
AR was ranked better than NO-AR in efciency and dependability. 
MEDIUM-AR was ranked better than NO-AR in all scales; similarly, 
LARGE-AR was ranked better than NO-AR in all scales. Although 
MEDIUM-AR ranked, on average, best in all scales except for stimu-
lation and novelty, no statistically signifcant diferences compared 
to LARGE-AR could be found. 

4.3.2 Subjective Preferences. During a fnal semi-structured in-
terview, we asked participants about their most and least favorite 
condition (multiple choices were allowed) and the reasoning behind 
this choice. 

Regarding the most favored condition, participants were split 
between the MEDIUM-AR (n = 14) and the LARGE-AR extension (n 
= 11). Furthermore, 4 participants chose the SMALL-AR extension as 
their favorite. While some participants (n = 8) stated they liked the 
LARGE-AR condition for the extensive display size that provided a 
better overview, other participants found the LARGE-AR size too 
big (n = 5), too overloaded (n = 1), and disliked the head movement 
associated with the LARGE-AR condition (n = 3). For LARGE-AR, 
participants noted that “I liked the television size [ . . . ] because when 
I scan the whole map to see where each symbol is, then the biggest 
size helps the most”—[P19] and that “you could really take advantage 
of the headset by really looking around to see where the diferent 
items are”—[P13]. In contrast, other participants argued that “the 

TV monitor was almost too big, it was hard to keep everything in 
sight”—[P11]. Participants (n = 2) also felt that they were most 
familiar with the MEDIUM-AR condition, as it resembled a typical 
desktop monitor in size. Lastly, one participant indicated some 
possible motion sickness issues due to increased amount of eye 
gaze movement in the LARGE-AR condition and therefore rated 
the SMALL-AR condition higher in comfort: “ [ . . . ] because I had to 
move my eyes less. [ . . . ] Once I have to move my eyes too much, I get 
motion sick.”—[P2]. 

Regarding the least favored condition, participants almost unan-
imously (n = 23) chose the NO-AR condition. One participant only 
disliked the SMALL-AR condition as it provided no real advantage 
to NO-AR. Another participant disliked both the NO-AR condition 
and the LARGE-AR condition because they felt that the LARGE 
condition made it harder to remember the icons, as a result of see-
ing the icons almost instantly. Participants expressed that they felt 
lost on the map (n = 13) due to seeing to little of the map (n = 10), 
especially when no other icon was visible. Participants also felt that 
the small display size forced them to search too much (n = 5) and 
see little to no relations with other objects (n = 3). 

5 DISCUSSION 
In this section, we discuss the results of our laboratory experiment 
in the context of fndings from prior work. We structure our discus-
sion based on our research questions concerning spatial memory, 
workload, and user experience. 
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5.1 Spatial Memory 
In terms of spatial memory, MEDIUM-AR and LARGE-AR signif-
cantly improved navigation path length and task completion time, 
thereby also improving overall navigation speed. While MEDIUM-
AR also clearly resulted in a signifcantly higher learning efect 
and recall accuracy, we did not fnd any similar signifcant efects 
for LARGE-AR. Thus, our fndings suggest that – similar to fnd-
ings from Rädle et al. [60] and Zagermann et al. [78] – there is a 
“sweet spot” for display size in terms of spatial memory and that 
a larger available display size improves navigation performance. 
Prior fndings by Gao et al. [25] and Uddin et al. [74] indicate that 
additional landmarks (e.g., seeing more icons in larger conditions) 
can facilitate the formation of spatial memory, which is in line 
with our qualitative fndings. Despite this efect and unlike Rädle 
et al. [60], however, participants actually performed slightly worse 
again beyond the MEDIUM-AR size. Surprisingly, SMALL-AR also 
slightly decreased spatial memory despite being bigger than NO-AR 
– further deviating from prior fndings [26, 60, 74]. This implies that 
AR extensions have an implicit cost associated with splitting the 
display into a real and virtual screen. 

Contrary to our expectations, maximum navigation speed did not 
see a signifcant diference between the conditions. We expected the 
maximum navigation to increase with display size, as participants 
could be more confdent in quickly ficking across the information 
space (as they are “scrolling into the unknown”) and scanning the 
available area for the symbol. Instead, our results show a relatively 
consistent maximum navigation speed, indicating that the time 
required to visually scan the map and the time required to navigate 
to a new segment were roughly consistent across all conditions. 

In summary, a larger display size generally contributes to a 
better task completion time. Spatial memory, however, can actually 
decrease for small virtually-extended screens. Here, MEDIUM-AR 
presents a “sweet-spot” for spatial memory, after which spatial 
memory starts to slightly degrade again. 

5.2 Workload 
In line with fndings by Caluya et al. [12], our results show that head 
rotation increases with larger display sizes (i.e., insufcient virtual 
feld of view for the given content is compensated by increased head 
movement). The LARGE-AR size comes at the cost of signifcantly 
more head rotation than both NO-AR and SMALL AR. Although 
MEDIUM-AR fts comfortably within the participant’s feld, our data 
also shows a signifcant increase in head movement and rotation 
compared to SMALL-AR and NO-AR. Conversely, the cognitive 
load signifcantly decreased for the MEDIUM-AR and LARGE-AR 
conditions, which indicates a trade-of between ergonomics in terms 
of head rotation and cognitive load and is in line with prior fndings 
by Rädle et al. [60]. 

Similarly, our data also shows that virtually-extended display 
size correlates with how much participants spent looking at the 
virtual screen. However, our analysis reveals that most of the partic-
ipants’ gaze is still focused on or around the smartphone. While the 
increased display space is well-used in the SMALL-AR condition, 
adding more display space beyond the MEDIUM-AR sees barely any 
use. Given the signifcant increase in head rotation for LARGE-AR, 

the extra space only caused additional physical load with little to 
no additional beneft. 

To our surprise, gaze movement did not signifcantly increase 
with display size, but rather whether or not an virtually-extended 
screen was used. Since we ensured that both (real and virtual) 
screens were on the same focal plane (i.e., using a video see-through 
HWD, cf. [20, 30, 54]) and that there was no visible gap between 
the displays (cf. [53]), we expected gaze movement to correlate 
with display size. Here, further research is necessary to explore the 
actual underlying causes. For example, the smartphone bezel might 
provide a physical frame of reference, thereby further splitting 
the screen into two distinct displays, contributing to an increase 
in context switching (cf. [28, 62]). Alternatively, the smartphone 
may provide a “sweet spot” in terms of angular coverage [62], thus 
ftting well within the fovea-wide feld of view. Another reason 
might be due to our participants’ familiarity with a smartphone’s 
physical afordances: By introducing a virtual screen, we added 
an unfamiliar afordance, thus leading to a higher cognitive load 
without much added beneft for small extensions: “[During SMALL-
AR], I was still focused on the smartphone. It took me a while until I 
looked at the [VESAD] again, it took me a while to convince myself 
that I can peek across the border”—[P18]. 

In summary, although larger virtually-extended displays are 
worse in terms of ergonomics, the increased display space was 
well-used until MEDIUM-AR. However, there is no beneft in in-
creasing the size beyond MEDIUM-AR (cf. [60]). In contrast, a small 
virtually-extended display causes a disproportionately high cogni-
tive workload. 

5.3 User Experience 
Our results show a clear subjective preference for any AR display 
extension over the NO-AR condition across attractiveness, prag-
matic qualities, and hedonic qualities. Here, both MEDIUM-AR and 
LARGE-AR were consistently rated signifcantly higher than the 
NO-AR condition, which was confrmed in our semi-structured 
interviews: “It’s not too much to overwhelm you with information, 
but it’s also not too small so that you have to search too much. [ . . . ] 
It’s like, if your monitor is too big you start to lose track of your 
cursor.”—[P9]. 

Although MEDIUM-AR is ranked slightly better than LARGE-AR 
(cf. [78]), the diference might be due to a legacy bias [57]: Most of 
our participants are likely used to working on a notebook or desk-
top monitor, thus explaining their preference towards MEDIUM-
AR over LARGE-AR. In contrast, other participants might use a 
television-sized monitor or multi-monitor environment in their 
everyday life, thus preferring LARGE-AR over MEDIUM-AR. 

In summary, participants consistently favored larger AR exten-
sions such as MEDIUM-AR and LARGE-AR. The subjective size 
preference between MEDIUM-AR and LARGE-AR might depends 
on the use case and participants’ day-to-day experiences. 

6 LIMITATIONS & FUTURE WORK 
Due to our narrow focus on comparing virtually-extended display 
sizes against a smartphone baseline condition, our study has the 
following limitations. 
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We intentionally limited the overall map size to accommodate 
both NO-AR and LARGE-AR. While LARGE-AR may see further 
improvements with a larger information space (e.g., with regard 
to task completion time), this would negatively afect the NO-AR 
condition. Future studies could exclude the NO-AR condition to 
better study the efects of larger virtually-extended display. In addi-
tion, we assigned each condition dedicated icons and icon locations 
to achieve full counterbalancing of our conditions. Although we 
ensured that icons were equally placed between diferent maps and 
our results are mostly in line with prior work (e.g., [60, 78]), our 
results may be infuenced by the layout of each map. We also inten-
tionally switched to a desktop interface during the object location 
recall phase. While this reduced the ecological validity, it allowed 
us to better compare our results with prior studies (e.g., [60, 78]) 
and isolate spatial memory from other confounding infuences (e.g., 
muscle memory). 

Another limitation may be given by the use of a video see-
through AR HWD. We intentionally decided against an optical 
see-through AR HWD to avoid confounding factors with respect to 
diferent focal planes (cf. [20, 30, 54]). However, video see-through 
HWDs are more cumbersome than optical see-through HWDs and 
have a reduced real-world feld of view, which may negatively 
impact larger display sizes. In this regard, prior research already 
indicated that a restricted virtual feld of view does not negatively 
impact spatial memory [12]. As AR HWDs continue to improve, 
further studies are necessary to investigate the impact of device 
ergonomics on larger virtually-extended display sizes. In line with 
this, future research could investigate, whether a fully virtually 
simulated AR environment (e.g., combining a virtual reality HWD 
and a physical prop) could be used to increase the internal validity 
of the measurements – albeit at the cost of ecological validity. 

Since our study compared diferent virtually-extended screen 
sizes with a fxed input modality as a static smartphone-sized peep-
hole [49], there are many aspects left unexplored. For instance, fu-
ture work could explore the efects of diferent physical screen sizes 
(e.g., smartwatches, tablets) and their relation to virtually-extended 
screens. Furthermore, future work could also investigate dynamic 
peephole navigation as input modality by tracking the smartphone 
in space (e.g., see [56]): Replacing touch interaction with physically 
moving the handheld device to explore the information space could 
further improve spatial memory (cf. [78]). 

7 DESIGN & RESEARCH IMPLICATIONS 
In this section, we synthesize our fndings from our laboratory ex-
periment (see Sections 3 and 4) and our discussion (see Section 5) to 
provide design implications (D1–D4) for the design of VESADs and 
research implications (I1–4) to inspire future work. We summarize 
our key implications in call-out boxes at the end of this section. 

While our results generally show that any virtually-extended 
display size can have signifcant benefts in terms of task comple-
tion time and user experience (D1), our results consistently favor 
MEDIUM-AR over LARGE-AR. Looking at our workload results, 
we conclude that MEDIUM-AR presents the best trade-of in terms 
of performance (e.g., task completion time, navigation path length) 
and increased task load (e.g., subjective and objective physical de-
mand) (D2). However, a much fner granularity in the comparison 

of display sizes is necessary to fnd the “tipping point” that presents 
the ideal virtually-extended screen size (I1). 

For LARGE-AR, the advantages gained from increasing the dis-
play sizes begin to diminish (cf. [60]), while the workload (e.g., 
ergonomics) starts to outweigh the benefts (D3). In this regard, we 
could fully realize the potential of AR to bend the information space 
around the user (i.e., similar to of-the-shelf ultra-wide monitors 
or CAVE [16] systems). Here, we could investigate whether bend-
ing the virtually-extended screen shows any benefts for diferent 
virtually-extended display sizes (e.g., comparing CAVE-like system, 
ultra-wide monitor, and straight display) (I2). 

For SMALL-AR, our objective results contradict the subjective 
user preferences: While users appreciate even the smallest virtually-
extended display size (e.g., subjectively increased efciency), our 
objective results indicate adverse efects in terms of spatial memory 
(e.g., navigation path length, recall accuracy). In terms of spatial 
memory and workload, we therefore conclude that a small virtually-
extended screen is worse than providing no virtually-extended 
screen (D4). Although our results indicate clues (e.g., increased 
eye gaze movement) why SMALL-AR performed worse, further re-
search is necessary to fnd the underlying cause (I3). However, prior 
works (e.g., [17, 43, 54, 63, 79]) already show several promising sce-
narios of utilizing the small space next to a display (e.g., for pushing 
UI elements out of the screen). As we did not study the interaction 
with the AR content per se (e.g., via mid-air input [54]), we suggest 
to systematically investigate use cases and scenarios for interaction 
with out-of-screen UI elements (comparable to the size of SMALL-
AR) regarding the efect on a user’s workload as the interaction 
might alleviate shortcomings related to spatial memory (I4). 

Design Implications 
D1 Any virtually-extended screen size is benefcial in 

terms of user experience and task completion time 
for navigation tasks. 

D2 Virtually extending a smartphone to the size of a 
desktop monitor presents a “sweet spot” in terms of 
spatial memory, workload, and user experience. 

D3 Virtual extensions that are larger than a desktop moni-
tor are detrimental to spatial memory and ergonomics 
with little additional beneft. 

D4 Small display extension negatively impact spatial 
memory and workload. 

Research Implications 
I1 Find “tipping point” of virtually-extended display size 

that represents optimal trade-of between ergonomics 
and performance. 

I2 Compare diferent levels of bending the virtually-
extended display around the user (cf. [25, 26, 47]). 

I3 Investigate efects of context switch between real and 
virtual displays (cf. [62]). 

I4 Investigate if interaction with out-of-screen UI ele-
ments can alleviate shortcomings of small display 
extensions (cf. [54]). 
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8 CONCLUSION 
In this work, we investigate the efects of virtually-extended dis-
play sizes on spatial memory, workload, and user experience. For 
this, we combine an augmented reality head-worn display with a 
smartphone to seamlessly extend the smartphone with a virtually-
extended screen-aligned display. We conducted a controlled labora-
tory experiment with 24 participants using a within-subject design 
to compare a baseline condition (smartphone with no virtual screen 
extension) with three commonly found display sizes (smartphone 
extended with virtual screen of tablet size, desktop monitor size, 
or television size). Our experiment used a well-established task to 
measure spatial memory, which consists of a navigation phase and 
an object location recall phase. Our fndings confrm results from 
prior work that bigger (virtually-extended) screens contribute to 
better task completion times, but with diminishing returns. How-
ever, our results also show that spatial memory benefts from a 
“sweet spot” of virtually-extended display sizes: If the virtual dis-
play extension is too small, the disadvantages of splitting the screen 
into a real and virtual screen outweigh the benefts of an increased 
screen size; if the extension is too large, device ergonomics start 
to supersede any beneft gained from extending the screen size. 
We found that virtually extending a smartphone to the size of a 
desktop monitor provides the best trade-of, consistently leading to 
a signifcantly improved spatial memory, decreased workload, and 
better user experience. Based on our results, we synthesize design 
and research implications for virtually-extended screen-aligned 
displays. Our work contributes towards a better understanding of 
virtually extending a physical screen using hybrid user interfaces. 
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Table 1: Results of the Friedman’s test for navigation path lengths between repetitions, as visualized in Figure 3 (A). Statistically 
signifcant entries are marked with a star∗ . 

Repetition Result 

Repetition 2 �2 (3) = 44.10, � < .001∗ 
Repetition 3 �2 (3) = 44.50, � < .001∗ 
Repetition 4 �2 (3) = 53.55, � < .001∗ 

Table 2: Results of the pairwise comparison of navigation path lengths between repetitions, as visualized in Figure 3 (A). 
Statistically signifcant entries are marked with a star∗ . 

Comparison Repetition 2 Repetition 3 Repetition 4 

NO-AR ↔ MEDIUM-AR � = 1.750, � < .001∗ � = 1.750, � < .001∗ � = 1.958, � < .001∗ 
NO-AR ↔ LARGE-AR � = 1.750, � < .001∗ � = 1.583, � < .001∗ � = 1.708, � < .001∗ 
SMALL-AR ↔ MEDIUM-AR � = 1.750, � < .001∗ � = 1.917, � < .001∗ � = 2.125, � < .001∗ 
SMALL-AR ↔ LARGE-AR � = 1.750, � < .001∗ � = 1.750, � < .001∗ � = 1.875, � < .001∗ 

Table 3: Results of the Friedman’s test for learning efects between repetitions for each condition. Statistically signifcant 
entries are marked with a star∗ . 

Condition Result 

NO-AR �2 (3) = 39.35, � < .001∗ 
SMALL-AR �2 (3) = 40.35, � < .001∗ 
MEDIUM-AR �2 (3) = 42.65, � < .001∗ 
LARGE-AR �2 (3) = 42.95, � < .001∗ 

Table 4: Results of the pairwise comparison of learning efects between repetitions for each condition. Statistically signifcant 
entries are marked with a star∗ . 

Condition NO-AR SMALL-AR MEDIUM-AR LARGE-AR 

Repetition 1–2 � = 0.708, � = .344 � = 0.500, � = 1 � = 1.167, � = .010∗ � = 0.958, � = .061 
Repetition 1–3 � = 1.667, � < .001∗ � = 1.542, � < .001∗ � = 1.958, � < .001∗ � = 1.750, � < .001∗ 

Table 5: Results of the Friedman’s test for the raw NASA TLX, as visualized in Figure 5 (A). Statistically signifcant entries are 
marked with a star∗ . 

Scale Result 

Mental Demand �2 (3) = 21.618, � < .001∗ 
Physical Demand �2 (3) = 14.397, � = .002∗ 
Temporal Demand �2 (3) = 25.07, � < .001∗ 
Performance �2 (3) = 10.235, � = .017∗ 
Efort �2 (3) = 20.127, � < .001∗ 
Frustration �2 (3) = 35.226, � < .001∗ 
Overall �2 (3) = 38.949, � < .001∗ 
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Table 6: Results of the pairwise comparison of the raw NASA TLX, as visualized in Figure 5 (A). Statistically signifcant entries 
are marked with a star∗ . 

Scale NO-AR ↔ SMALL-AR NO-AR ↔ MEDIUM-AR SMALL-AR ↔ MEDIUM-AR NO-AR ↔ LARGE-AR 

Mental Demand � = 0.333, � = 1 � = 1.521, � < .001∗ � = 1.188, � = .009∗ � = 1.063, � = .026∗ 
Physical Demand � = 0.833, � = .152 � = 1.229, � = .006∗ � = 0.396, � = 1 � = 0.354, � = 1 
Temporal Demand � = 0.958, � = .061 � = 1.479, � < .001∗ � = 0.521, � = .974 � = 1.646, � < .001∗ 
Performance � = 0.313, � = 1 � = 1.042, � = .031∗ � = 0.729, � = .302 � = 0.813, � = .175 
Efort � = 1.000, � = .044∗ � = 1.542, � < .001∗ � = 0.542, � = .877 � = 1.125, � = .015∗ 
Frustration � = 0.688, � = .390 � = 2.000, � < .001∗ � = 1.313, � = .003∗ � = 1.396, � = .001∗ 
Overall � = 0.750, � = .265 � = 2.229, � < .001∗ � = 1.479, � < .001∗ � = 1.354, � = .002∗ 

Table 7: Results of the Friedman’s test of the user experience questionnaire, as visualized in Figure 5 (B). Statistically signifcant 
entries are marked with a star∗ . 

Scale Friedman’s Test 

Attractiveness �2 (3) = 25.146, � < .001∗ 
Perspicuity �2 (3) = 24.614, � < .001∗ 
Efciency �2 (3) = 36.500, � < .001∗ 
Dependability �2 (3) = 30.434, � < .001∗ 
Stimulation �2 (3) = 18.067, � < .001∗ 
Novelty �2 (3) = 21.790, � < .001∗ 

Table 8: Results of the pairwise comparison of the user experience questionnaire, as visualized in Figure 5 (B). Statistically 
signifcant entries are marked with a star∗ . 

Scale NO-AR ↔ SMALL-AR NO-AR ↔ MEDIUM-AR NO-AR ↔ LARGE-AR 

Attractiveness � = −0.854, � = .131 � = −1.667, � < .001∗ � = −1.479, � < .001∗ 
Perspicuity � = −0.896, � = .097 � = −1.646, � = .001∗ � = −1.375, � < .001∗ 
Efciency � = −1.250, � = .005∗ � = −1.896, � < .001∗ � = −1.854, � < .001∗ 
Dependability � = −1.500, � < .001∗ � = −1.812, � < .001∗ � = −1.521, � < .001∗ 
Stimulation � = −0.646, � = .499 � = −1.062, � = .026∗ � = −1.458, � = .001∗ 
Novelty � = −0.667, � = .442 � = −1.146, � = .013∗ � = −1.604, � < .001∗ 
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